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Abstract—Practicing yoga poses in a home-based environment
has increased due to Covid19. Yoga poses without a trainer can be
challenging, and incorrect yoga poses can cause muscle damage.
Smart home-based yoga teaching systems may aid in performing
accurate yoga poses. However, the challenge with such systems
is the computational time required to detect yoga poses. This
research proposes a real-time machine learning framework for
teaching accurate yoga poses. It combines a pose estimation
model, a pose classification model, and a real-time feedback
mechanism. The dataset consists of five popular yoga poses
namely the downdog pose, the tree pose, the goddess pose, the
plank pose, and the warrior pose. The BlazePose model was used
for yoga pose estimation which transforms the image data into
3D landmark points. The output of the pose estimation model
was then passed to the pose classification model for yoga pose
detection. Four machine learning classifiers namely, Random
Forest, Support Vector Machine, XGBoost, Decision Tree, and
two neural network classifiers LSTM and CNN were evaluated
based on accuracy, latency and size. Results demonstrate that
XGBoost outperforms other models with an accuracy of 95.14
percentage, latency of 8 ms, and size of 513 KB. The output of
the XGBoost Classifier was then used to correct yoga poses by
displaying real-time feedback to the user. This novel framework
has the potential to be integrated into mobile applications which
can be used by people for the unsupervised practice of yoga at
home.

Index Terms—Yoga Pose Detection; Machine Learning Frame-
work; BlazePose; XGBoost.

I. INTRODUCTION

There has been an increase in home-based yoga practitioners

after covid19 [1], [2]. However, performing incorrect yoga

poses can cause ligament pains and muscle damage [3]. Ar-

itifical Intelligence (AI) systems with human pose estimation

techniques can be used for teaching yoga poses accurately. But

the major challenge with existing systems is that they require

a lot of computing resources and are not suitable for real-time

applications. Also, real-time yoga pose detection is difficult to

estimate due to its variety, degrees of freedom, occlusions, and

variations in appearance [4]. A computationally inexpensive

machine learning framework with good accuracy is required

for smart home-based yoga pose teaching systems. Yoga

pose detection falls under human pose estimation which is a

computer vision technique that predicts and tracks the location

of a person.

BlazePose [4] is a popular human pose estimation model

under Mediapipe open-source platform. BlazePose is uniquely

suitable for fitness applications as it can accurately locate

more landmark points than other pose estimation models.

Additionally, it gives real-time performance.1

The aim of this research is to investigate to what extent a

real-time machine learning framework can be used for teaching

an accurate yoga pose. The major contribution of this research

is a novel framework that combines a pose estimation model,

pose classification model and real-time feedback mechanism

to detect five different yoga poses for unsupervised practice at

home. The pose estimation model is based on the BlazePose

model. The pose classification model is based on XGBoost

and the real-time feedback mechanism is based on a compar-

ative algorithm and OpenCV. For the pose classification, this

research compares four machine learning classifiers namely,

Random Forest, Support Vector Machine, XGBoost, Decision

Tree, and two neural network classifiers LSTM and CNN.

II. RELATED WORK

Smart home-based yoga teaching systems are AI-based

systems that help users to perform yoga poses accurately

without any trainer. Yoga pose detection has emerged as an

important field of research under human pose estimation. Even

before pose estimation models there were efforts to create

automated and semi-automated systems to analyze exercise

and sports activities [5]–[8]. Patil et al. [5] used the surf

algorithm to detect the yoga pose based on the video provided.

SURF is a robust image detector and descriptor which can

be used for various image transformations. The method is

inaccurate as only the contour information was considered for

pose prediction. Researchers [6]–[8] have used Kinect (depth

sensors) based yoga pose detection approaches. Although

this method gave good accuracy of 94%, depth sensor-based

cameras are expensive and are not accessible to ordinary users.

Additionally depth sensors are sensitive to light and difficult

to use outdoors.

Deep neural networks have revolutionized human pose

estimation from traditional systems. DeepPose was the first

1https://ai.googleblog.com/2020/08/on-device-real-time-body-pose-
tracking.html
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implementation of a deep neural network for human pose

estimation. Toshev and Szegedy [9] proposed the DeepPose

pose estimation model. Compared to the traditional methods,

DeepPose provides better results on challenging datasets with

improved performance. Other human pose estimation models

PoseNet, AlphaPose [10], [11] were also used for yoga pose

detection. These pose estimation models do not support 3D

pose estimation. Also, it does not deal with articulations

properly. Additionally, these models did not perform well

when applied to video frames, so it’s not efficient for real-

time pose tracking.

OpenPose is a widely used pose estimation model. Chaudari

et al. [12] proposes a real-time yoga pose correction system

combining OpenPose and deep learning methods. OpenPose

pose estimation model was used to identify 15 landmark points

from the image frame which was then passed to a CNN model

for pose classification and a real-time feedback was provided

back to the user for pose correction. Eventhough the model

achieves an overall accuracy of 95%, It failed to distinguish

similar poses and required GPU for implementation. OpenPose

pose estimation models with deep learning classifiers were

investigated by researches [13]–[16] for yoga pose prediction.

These models were computationally expensive as OpenPose

requires GPU for execution and also the complexity of deep

learning classifiers may lead to higher latency and model size.

Thar et.al [17] used OpenPose algorithm to detect landmark

points and calculated the angles between landmark points to

detect yoga poses. In this method, each yoga pose’s angles

must be identified beforehand, which seems difficult to ac-

complish for a wide variety of poses.

A pose estimation solution from Mediapipe framework is

known as BlazePose. Bazarevsky et al. [4] proposes BlazePose

architecture for human pose estimation. it has a lightweight

convolutional neural network based architecture. BlazePose

is suitable for real-time inference on mobile devices. It can

produces 33 body landmark points for a single person, and

runs at over 30 frames per second. Real-time capabilities

make it particularly suitable for applications such as fitness

tracking and sign language recognition. BlazePose model and

angular metrics calculations were used by Anilkumar et al.

[18] to develop a yoga posture correction system. By using

BlazePose, 33 landmark points from the yoga posture were

extracted. Then angles between the landmark points were

calculated to identify the yoga pose. Although this method

is effective for yoga pose detection and correction, it has

the disadvantage of requiring separate angular calculations for

each pose. An interactive yoga recognition system based on

rich skeletal joints was described by Lo et al. [19], An LSTM

neural network combined with Mediapipe’s holistic model was

used to classify five yoga poses with an accuracy of 85%.

The holistic model detects 543 landmarks, but it includes

unnecessary face and palm landmarks which increases the

model complexity. Garg et al. [20] proposed a model called

yogaConvo2d by combining BlazePose and CNN algorithms.

Instead of obtaining landmark points from the skeletal images,

the skeleton image from BlazePose was directly passed to a

2D CNN for pose classification. Using skeletal images instead

of landmark points may add complexity to a model and may

require more time for training. While this method achieved

99.62% accuracy on test data, the research did not analyze its

performance on real-time prediction.

In conclusion, one of the main challenges of existing yoga

pose estimation algorithms is the computational time and

cost. Although OpenPose has been well established for pose

estimation, it is computationally expensive and requires GPU

for high performance. Depth sensors were used by existing

systems to calculate distances between the user and camera,

but this method is not reliable as it is not available to all users.

The research also found that an angular heuristic is commonly

used for pose classification. However, it is not a suitable

method as each pose requires separate angular calculations.

The BlazePose model outperforms existing pose estimation

frameworks for real-time yoga/fitness applications. Also it

provides 3D feature extraction without requiring depth sensors.

There has not been much research combining BlazePose and

machine learning algorithms. A novel approach is proposed

in this study by combining BlazePose model with XGBoost

classifier for teaching yoga poses accurately in real-time.

III. METHODOLOGY

The research methodology consists of five steps namely

Data gathering, Data preprocessing, Data transformation, Data

modelling, Evaluation and Results as shown in Fig.1.

The first step, Data Gathering involves identifying the yoga

pose dataset. A publicly available yoga dataset from kaggle

was used in this research to classify five commonly used yoga

poses 2. The yoga poses examined in this study were down-

dog(320 images), goddess(260 images), plank(381 images),

tree(229 images), and warrior(361 images). A total of 1551

yoga pose images were included in this collection, consisting

of different individuals with diverse background. Yoga poses

were organized into folders with names corresponding to the

respective yoga pose.

The second step, Data preprocessing involves converting the

yoga pose image dataset into skelton images and then feature

extracting 33 3D landmark points in x,y,z directions using

BlazePose pose estimation model. With BlazePose, a single

image frame provides 33 3D landmarks. The 33 landmark

points detected by the BlazePose model are shown in Fig 2.

Each yoga pose was determined by the x, y, and z co-

ordinates of the 33 landmark points. Firstly the image was

read using the OpenCV library. OpenCV reads data in BGR

format, but BlazePose requires RGB input. In the first step

of preprocessing, the image was converted from BGR to

RGB. To detect the skeleton image and extract 33 landmark

points, the image was passed to the BlazePose model. The

extracted 33 landmark data in x,y,z directions for each image

were appended to a CSV file. Additionally, the folder names

indicating the yoga pose class name were appended to the

2Yoga Pose Dataset :https://www.kaggle.com/datasets/niharika41298/yoga-
poses-dataset
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Fig. 1: Research Methodology

Fig. 2: BlazePose Model - 33 landmark points [4]

CSV file as the response variable. In the generated dataset,

the independent variables were standardized 33 landmarks in

x, y, and z directions. The variables were defined as x1, y1,

z1...x33, y33, z33, and added as headers to the CSV file. Fig.3

shows the 33 3D landmarks data generation on warrior pose

using BlazePose model.

The third step, Data transformation stage separates the data

into response and predictor variables. The response variable,

which indicates five different yoga poses, was label encoded

before applying to the classification model. The dataset was

then divided into train and test datasets according to the 70:30

ratio.

The fourth step, Data Modelling involves training and

evaluating four machine learning models (Random Forest,

XGBoost, SVM classifier, Decision Tree) and two deep learn-

ing models (LSTM, 1D CNN). Hyperparameter optimization

coupled with cross-validation was implemented to select the

best-fit parameters for the machine learning models. Before

applying deep learning models to the landmark dataset, it

needs to be reshaped. For LSTM networks, CSV input was

reshaped into an array of shape ( sample size,1,99), where 99

is the total number of features( 33*3 dimensions). For the 1D

CNN network, the input was reshaped into an array of shape

( sample size, 99,1). Both LSTMs and 1D CNNs were trained
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Fig. 3: 3D Landmarks data on warrior pose using BlazePose model

using 200 epochs with cross-entropy loss functions, ReLU

activation functions, and SoftMax activation functions. The

models were optimized using Adam optimizer and evaluated

based on categorical accuracy and loss.

In the final step, Evaluation and Results, all models were

evaluated based on accuracy, latency and size. As per the

experimentation, XGBoost Classifier was determined to be

the most suitable model for real-time yoga pose prediction.

Based on the predicted yoga pose, a real-time feedback was

then provided to the user using a comparative algorithm and

OpenCV.

IV. DESIGN

The Real-time machine learning framework architecture

combines pose estimation model, pose classification model,

and real-time feedback mechanism. Fig.4 shows the System

Architecture.

A. Pose Estimation Model

Pose estimation model is initiated when a user performs

yoga infront of a webcam. Live video from the user’s webcam

is captured using OpenCV’s VideoCapture function. This

function allows the creation of a video capture object for the

webcam. Each image frame is converted from BGR to RGB

format and then given as an input to BlazePose model. A

two-step detection model is used by BlazePose, consisting of

a detection phase and a tracking phase. By using a detector, the

pose region-of-interest (ROI) is located. The tracker predicts

all 33 pose landmark points from this ROI. It uses only

the first frame of the video to detect landmark points. In

subsequent frames, ROIs are extracted from landmark points

in the previous frame. The detector is triggered only if the ROI

cannot be detected [4]. This method improves the performance

of BlazePose, making it suitable for real-time applications.

BlazePose extracts 33 3D landmark points in x,y,z directions

for each image.

B. Pose Classification Model

Pose classification model consists of pretrained XGBoost

classifier. The 33 3D landmark points detected by the

BlazePose model is flattened, converted into a dataframe, and

inputted into the XGBoost classifier for prediction. Using the

XGBoost classifier, the correct yoga pose is detected for each

image frame.

C. Real-time Feedback Mechanism

A real-time display of the detected yoga pose, the prob-

ability of pose classification, and grades were provided as

feedback. Based on a comparative algorithm, the grades are

categorized as ‘Very Good’, ‘Good’, and ‘Needs Improvement’.
A score of ’Very Good’ will be awarded if the prediction

probability exceeds 0.95. The prediction probability less than

0.95 and more than or equal to 0.90 will receive a ’Good’
score, and the prediction probability greater than or equal to

0.85 will receive a ’Needs Improvement’ score. The system

will display ”No Pose Detected” for all probabilities below

0.85. A dialogue box with feedback, image frames, and

detected landmarks was displayed using the OpenCV library.

When the user presses ”q” key, then the video capture object

will be released and all opened windows will be closed.

V. IMPLEMENTATION

The real-time machine learning framework for smart home-

based yoga pose teaching system was implemented by combin-

ing the BlazePose model, XGBoost Classifier, and computer

vision methodologies. Jupyter Notebook with Python 3.8.8

was used throughout the research. The main libraries used for

the research were Mediapipe, OpenCV, os, Pandas, NumPy,

Sklearn, Tensorflow, and Keras. The model was trained using

a publically available kaggle dataset. There were 1551 yoga

pose images in the dataset, divided into 5 different yoga classes

. BlazePose pose estimation model extracts x,y, and z 3D

components for each of the 33 landmark points. A CSV file

was created by flattening the 3D landmark array. Generated

dataset was then divided into 70:30 ratios for training and
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Fig. 4: System Architecture

testing, respectively. The Sklearn library was used to evaluate

machine learning models and Keras with Tensorflow backend

was used for implementing deep learning models. In order to

select the best-fit parameters for the machine learning models,

hyperparameter optimization along with cross-validation was

applied. Based on the accuracy, latency, and size, the XGBoost

classifier was selected as pose classification model for the

real-time yoga pose prediction framework. In order to provide

real-time feedback to the user, OpenCV library functions were

used. All the experiments were carried out on a single CPU

with 8GB RAM.

VI. RESULTS AND DISCUSSION

This section discusses the results obtained from the exper-

iments conducted in the research. Section A evaluates perfor-

mance of pose classification models and section B evaluates

performance of real-time machine learning framework.

A. Performance of pose classification models

The aim of the first experiment was to compare the per-

formance of different machine learning algorithms and deep

learning algorithms on 3D landmark dataset generated by the

BlazePose model. Four machine learning models XGBoost

Classifier, SVM, Random Forest, Decision Tree, and two

deep learning models LSTM and CNN were analyzed based

on accuracy, latency, and Size. Fig.5 shows the comparison

of different classifier models based on accuracy. This result

indicates that XGBoost has the highest accuracy of 95.14%.

As the research focuses on real-time yoga pose detection,

latency plays an important role. Latency was measured by

calculating the time required for predicting the test data. Lower

latency means the model is able to make the prediction faster.

Fig. 5: Model comparison based on accuracy

Latency was measured in milliseconds. Fig.6 shows that all

the models have latency within 100 ms. Also, as expected,

the traditional machine learning models have low latency as

compared to deep learning models. XGBoost Classifier and

Decision Tree have the lowest latency of 8 ms, whereas LSTM

and 1D CNN have the highest latency of 100 ms. Random

Forest and Support Vector have a latency of 34 ms and 24

ms, respectively. As the Decision Tree have the least accuracy,

it can not be considered as the final model. With the highest

accuracy of 95.14% and the smallest latency of 8ms, XGBoost

is suitable for real-time yoga pose detection without any delay.

Models were then compared based on size.

As the complexity and parameters of the model increase,

the size of the model also increases. The real-time yoga

pose detection framework developed in the research can be
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Fig. 6: Model Comparison - Accuracy vs Latency

integrated into mobile applications in the future. To integrate

with mobile applications with less overhead, the model size

should be smaller. From Fig.7, it can be seen that deep learning

models have a larger size compared to machine learning

models. It is because deep learning algorithms have more

trainable parameters. Among the machine learning models,

Decision Tree have the smallest size of 30KB but the least

accuracy. The XGBoost classifier have a model size of 513

KB which is smaller when compared to LSTM (2374 KB),

1D CNN (2374 KB) and random Forest classifier (1726 KB).

In terms of latency, accuracy, and size, the XGBoost classifier

gave the optimal performance. Hence, this is an accurate,

computationally efficient model suitable for detecting yoga

poses in real-time.

Fig. 7: Model Comparison - Accuracy vs Size

B. Performance of Real-time Machine Learning Framework

The aim of the final experiment was to detect how efficiently

the yoga poses can be detected in real-time using the proposed

framework. The user video was retrieved from the webcam

using OpenCV. The landmark points were extracted using

BlazePose model and then fed to the pretrained XGBoost

Classifier. Real-time pose detection requires the user to be

within 2 to 3 meters from the webcam and all landmark points

from head to toe should be visible. A real-time display of

the prediction results, along with probability and grade, was

provided back to the user as feedback. Fig.8 shows a snapshot

of real-time video detection when five different poses namely

Tree Pose (see Fig. 8(a)),Warrior Pose (see Fig.8(b)), Plank

Pose (see Fig.8(c)) ,Downdog Pose(see Fig 8(d)) ,Goddess

Pose(see Fig.8(e)) were performed accurately. it is observed

the framework was able to accurately detect all yoga poses in

real-time with a probablity between 0.98 and 1. Also it could

provide real-time feedback to the user with pose detection,

score, and grade without any latency issues.

Researchers have previously reported better accuracy on test

data with OpenPose than BlazePose model for detecting yoga

poses [14], [15]. However, BlazePose have lower latency and

lower computational cost. All experiments were conducted

on a Jupyter notebook with an 8GB RAM CPU. Even with

relatively smaller datasets, the proposed framework provides

reasonable accuracy of 95.14% on test data. Generated skeletal

images from BlazePose were converted to 3D landmark dataset

in CSV format, making them suitable for machine learning.

The skeletonisation of the image ensures that the model uses

only the necessary features for detecting yoga poses.

One major challenge faced during the project was identify-

ing the right dataset. Most of the publically available dataset

was collected in a closed room with very few individuals. In

real-time detection, these datasets might not perform well due

to their lack of variety. Thus, a kaggle image dataset with five

poses with different backgrounds was selected for this research

.

VII. CONCLUSION AND FUTURE WORK

The aim of this research was to investigate to what extent a

real-time machine learning framework can be used for teaching

an accurate yoga pose. The real-time framework proposed

in this research combines a pose estimation model, pose

classification model and a real-time feedback mechanism to

detect five different yoga poses for unsupervised practice at

home. The pose estimation model was based on the BlazePose

model. The pose classification model was based on XGBoost.

The real-time feedback mechanism was based on a com-

parative algorithm and OpenCV. As compared to OpenPose

pose estimation models, BlazePose provides super real-time

performance, low latency, and comparable accuracy in 3D pose

estimation. Results demonstrate that BlazePose pose estima-

tion model with XGBoost Classifier gives optimum results in

terms of accuracy 95.14%, latency 8 ms, and size 513KB. On

comparison with state of art approach, The proposed method

gives high computational effectiveness with good accuracy. A

limitation of this study is that it is not suitable for multi-person

detections.

This research can potentially enhance real-time yoga learn-

ing applications as the proposed methodology can be inte-

grated into mobile or web applications. Future research can

be improved by considering more yoga poses with diverse

backgrounds. Moreover, In the absence of enough publicly

available datasets for yoga pose detection, future research can

focus on creating a new dataset with more yoga poses. This

research can also be extended to yoga action detection using

a video dataset and sequential model for pose classification.
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(a) Tree Pose (b) Warrior Pose

(c) Plank Pose (d) Downdog Pose

(e) Goddess Pose

Fig. 8: Real-time machine learning framework for yoga pose teaching system

In terms of pose estimation, the BlazePose model identifies

only one person in an image frame. Further research should

be conducted to detect multiple people for real-time yoga pose

detection.
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