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1. Objectives 

The volume of child sexual abuse materials (CSAM) created and shared daily both 

surface web platforms such as Twitter and dark web forums is very high ([1]). Based on 

volume, it is not viable for human experts to intercept or identify CSAM manually. 

However, automatically detecting and analysing child sexual abusive language in online 

text is challenging and time-intensive, mostly due to the variety of data formats and 

privacy constraints of hosting platforms. We propose a CSAM detection intelligence 

algorithm based on natural language processing and machine learning techniques ([2]). 

Our CSAM detection model is not only used to remove CSAM on online platforms, but 

can also help determine perpetrator behaviours, provide evidences, and extract new 

knowledge for hotlines, child agencies, education programs and policy makers. 

2. Method 

a. Labelled Dataset: Our first step is to create a labelled dataset that can be used for 

training or fine-tuning our classifier. The labelled dataset used for our study was 

collected and supplied by Web-IQ company1, which provided us with over 352,000 

posts from 8 dark web forums in 2022, of which approximately 221,000 were in 

English. Using a dictionary of 12,628 sexual abuse phrases extracted from THORN 

project2 and Web-IQ dark web forums, we were able to detect about 177,000 English 

posts with no sexual abuse phrase and about 44,000 English posts with at least one 

sexual abuse phrase, which provides us with a high level grouping of posts, but with 

refinement required to allow for CSAM posts that does not contain any sexual abuse 

                                                             
1 https://web-iq.com/  
2 https://www.thorn.org/  

https://web-iq.com/
https://www.thorn.org/
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phrases, and vice versa. From the group of 177,000 posts, experts randomly selected 

2,000 non-CSAM posts and 500 CSAM posts. From the group of 44,000 posts, 

experts randomly selected 2,000 CSAM posts and 100 non-CSAM posts. Ultimately, 

our manually labelled dataset contains 4,600 posts from the dark web, including 

2,500 CSAM posts and 2,100 non-CSAM posts. 

b. CSAM Classification Algorithm: The algorithm involves tokenizing the natural 

language post contents and transforming them into vector representation. Four of the 

most popular supervised learning methods in text classification were implemented to 

determine the most suitable method for classifying CSAM content. These methods 

are Naïve Bayes (NB), Support Vector Machine (SVM), Long Short-Term Memory 

(LSTM) and Bidirectional Encoder Representations from Transformers (BERT). The 

execution times (i.e., training time and prediction time) and the classification 

performance metrics (i.e., precision, recall and accuracy) were evaluated for each 

combination of methods using the 5-fold cross-validation methodology to avoid 

overfitting. This approach helps ensure that the resulting CSAM classification 

algorithm is both accurate and efficient. 

 

3. Results 

Average execution time and binary classification performance of the algorithms 

combining with NB, SVM, LSTM and BERT. The measures are derived from four 

categories in the confusion matrix: true positive (TP), true negative (TN), false 

positive (FP), and false negative (FN). “Positive” means that the posts were predicted 

as CSAM posts and “true” means that the posts were accurately predicted. 

 NB: The training time and prediction time were 0.5 and 0.001 seconds. The 

TN was 280, FP was 140, FN was 55 and TP was 445. The precision was 

76.1%, recall was 89% and accuracy was 78.8%. 

 SVM: The training time and prediction time were 1.8 and 0.27 seconds. The 

TN was 385, FP was 35, FN was 79 and TP was 421. The precision was 

92.3%, recall was 84.2% and accuracy was 87.6%. 

 LSTM: The training time and prediction time were 32.5 and 1.01 seconds. 

The TN was 374, FP was 46, FN was 72 and TP was 428. The precision was 

90.2%, recall was 85.5% and accuracy was 87.1%. 
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 BERT: The training time and prediction time 4,261 and 215.3 seconds. The 

TN was 352, FP was 68, FN was 85 and TP was 415. The precision was 

86%, recall was 83% and accuracy was 83.4%. 

4. Conclusions 

We proposed and implemented a novel algorithm based on machine learning and 

natural language processing to automatically detect and classify CSAM user post content 

on the dark web. In the experimental evaluation on the dataset of 4,600 CSAM and non-

CSAM posts with 5-fold cross-validation, the combination of SVM method performed 

the best in terms of classification performance and execution time. The second and third 

algorithms were those using LSTM and BERT methods, respectively. For the future 

work, we plan to implement functional APIs and develop a usable web application that 

allows partners and agencies to identify and analyse incidents of child sexual abuse. 

5. Key Takeaways 

 There is currently no existing CSAM text classifier. We have proposed, built and 

evaluated four CSAM text classification models using natural language processing 

and machine learning techniques. 

 Our CSAM classifier may be useful for any user post text-based CSAM detection, 

either as a pre-trained model for fine tuning or for direct use, depending on the 

specific task. 

 A manually labelled CSAM/non-CSAM dataset was created and available to use 

for training and/or testing CSAM detection algorithms. 
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