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Abstract—In order for autonomously navigating Unmanned
Air Vehicles(UAVs) to be implemented in day-to-day life, proof
of safe operation will be necessary for all realistic navigation
scenarios. For Deep Learning powered navigation protocols, this
requirement is challenging to fulfil as the performance of a
network is impacted by how much the test case deviates from data
that the network was trained on. Though networks can generalise
to manage multiple scenarios in the same task, they require
additional data representing those cases which can be costly to
gather. In this work, a solution to this data acquisition problem
is suggested by way of the implementation of a visually realistic,
yet artificial, simulated dataset. A method is presented for the
creation of a ”Digital Twin Area” inside of a modern high fidelity
game engine using 3D scanned models of physical locations, and a
realistic dataset of each area is created to showcase this concept.

Index Terms—simulation, drones, deep learning, image sam-
pling, autonomous aerial vehicles, digital twin

I. INTRODUCTION

In the past 5 years the UAV research area has had a
wealth of projects involving the development of Autonomous
functions [1], of those projects Deep Learning based solutions
have been featured in many [2], [3]. Image Classification,
Object Detection and Image Segmentation are all tasks which
utilize Deep Learning and have been employed in the context
of Autonomous Navigation. However, in order to achieve
good performance in these trained networks, large datasets
are required to provide the adequate variation needed for
generalisation [4]. By generating some of this data artificially
via a simulation, and using it to reinforce existing data, it
has been shown to improve the accuracy of a network [5],
however the simulation used in these projects typically do
not derive from reality and are instead generated procedurally
from virtual assets or are virtual spaces built by hand as a
representation of a real space. For this project’s simulation the
use of a Digital Twin was proposed, which uses a quantita-
tively linked simulation of a physical object in order to analyse
and test that object in ways that would be unfeasible through
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Fig. 1. A simplified description of the ”Digital Twin” concept.

traditional means [6]. Additionally, this project aims to expand
on the concept by using a 3D scanned and textured model of a
physical location as a Digital Twin otherwise referred to as a
”Digital Twin Area” for use as a visual base for the generation
of an artificial dataset. Information regarding the state of the
art and core project concepts is summarised in Section II.
Details regarding the selection or creation of adequate 3D Scan
models, the construction of this area inside of the Unity game
engine, and the simulated sampling methodology, are covered
in Section III. The dataset results, analysis and a demonstration
of potential applications are covered in Section IV.

A. Autonomous Navigation

The development of Autonomous Navigation is challenging,
due to the complexity of the tasks involved. Perception [7],
[8], state estimation [9], [10], and rule-based navigational
protocol [11], [12] are some examples of these tasks. Many
of these projects sought to use a monocular camera system
and Convolutional Neural Networks (CNN) for the prediction
of task-relevant information from images. One key issue
with such trained networks is the specificity of the training
data used, visual data especially carries many environmental
elements which can affect the performance of the model when
in an untrained environment [2]. Conversely, to generalise the
network by training on an excessively varied dataset with many



different environment variations would lead to a reduction in
the performance of the network when approached with specific
use cases, even those that are present in the training data [13],
[14]. When considering an image of a given environment,
there are many dimensions where variation can occur, as an
example, it is typical in most places for the average light levels
of an area to change based on the time of day, the time of year,
and the weather. Understanding how each of these phenomena
affects the certainty of model prediction is likely to be critical
for safe Autonomous Navigation in these environments [15].
By using a Digital Twin approach applied over an area, it is
possible to generate data with these affects simulated such that
this issue is mitigated to a degree.

B. Digital Twins

The Digital Twin concept, described in Fig. 1, was initially
only considered in terms of a single subject or product [16],
this allowed researchers to model the behaviour of a physical
object, such as the forces on said object without risk by
imparting the same forces on the simulated twin object. The
simulated twin could in turn reveal information regarding the
behaviour of the physical object, for example: by linking the
simulated twin object’s velocity with the physical object’s
measured velocity one can determine the relative position
of the real object without having to measure it physically
[17]. This concept is then expanded upon to include multiple
elements simulated in tandem into a Digital Twin ”domain”
[18].

II. BACKGROUND

It is commonplace in UAV research to begin with a simula-
tion of the project, this approach is beneficial as initial tests in
the physical space can be costly and dangerous if unpredicted
events occur during the experiment. Recent Literature [19],
[20] suggests two common simulation interfaces used in the
robotics space from which UAV research inherits many tools,
such as the Robotic Operating System(ROS) framework for
use in the development of robotics. Gazebo specifically is an
open source simulator designed to interface with ROS and
is the more popular of the two, as an alternative which is
also open source, the Microsoft-developed AirSim simulator
is more directed toward UAV research [21]. These simulators
are orientated more towards physical simulation rather than
visual quality, as a result it is not recommended to use these
simulators for the purposes of simulating visual data for convo-
lutional neural networks [22], [23]. However, engines designed
for powering modern Video Game titles such as Unity or the
Unreal engine could potentially suit the task of realistic visual
simulation better, as an added benefit, engines such as these
are highly optimised in terms of runtime and development
allowing for rapid prototyping and lower operational overhead.

A. Trained Autonomous Features

In a previous review of literature, the functions of Deep
Neural Network(DNN) based autonomous UAV projects were

Fig. 2. Simulated image samples of several 3D scanned locations, rendered
in the Unity engine.

developed into an informative taxonomy [1]. Of the conclu-
sions drawn from this review, it was posited that one of the
most commonly researched functions was Collision Avoidance
and said research typically involved CNN based, Residual
Network optimised solutions [24]. As an example, [2] uses
this approach to train a network for steering angle and crash
probability from footage gathered from ground-based vehicles
and employs this network in an autonomous UAV. Object
Distinction was also revealed to be another popular solution
in recent UAV research and was typically achieved through
fine-tuning generic classification models trained on very large
datasets [4] to recognise specific elements in an image [25],
[26]. Additionally, The review author noted a lack of the
Environmental Distinction feature among projects.

B. Data Collection

The most major determining factor of the performance of a
learned model is the data that it is trained on. Datasets are most
commonly either collected or annotated manually by experts
[4], this reliance on human interaction for the generation
of data causes a number of issues with not just research
efficiency, but the quality of the data itself. Such a manual
approach to data collection results in uncontrollable elements
of the environment such as time, or weather varying between,
or during sampling sessions which can be detrimental to the
usefulness of image-based datasets especially. Additionally,
if the intention was to collect a gamut of data that varies
by one of these environmental elements, a manual collection
approach is simply unfeasible given the exponential increase
in the amount of data required for each dimension of variance
added.

C. Simulating Data

It is easy to assume that in order to accurately predict
something in the physical world using a learned network,
that the data used to train the network must also be derived
from the physical world. Though some connection is required,
it has been shown on multiple accounts that simulation can
be used in certain circumstances, such as improving image
segmentation [27], [28], or for the initial training of networks
[5]. An underrepresented benefit of simulated data collection
is the control the researcher has over the parameters of the
simulation [29]. As an example, the runtime element of a
simulation is able to be controlled, if the sampling time of a
sensor is undesirable the researcher can pause the simulation,



Fig. 3. A 3D Scanned scene containing a door, scaled to the 0.8m reference
object (pictured in white).

collect all samples from all sensors as needed, and there will
be no need to account for time deviations caused by hardware
limitation or code execution delay. This is similarly true for
the relocation of sampling equipment, which can be moved
instantly in simulation. Additionally the simulation area can
also change as needed, either being generated dynamically
by using a library of individual objects such as street cor-
ners, houses, lamps and buildings, or set specifically by the
researcher for the achievement of specific goals, such as being
equivalent spatially to a physical location. Fig. 2 visually
compares several reconstructed 3D scan areas that were used
for the development and testing of the simulation, for this
proof of concept, acquired 3D Scans [30]–[34] were used in
place of a bespoke Digital Twin Area.

III. METHOD

The process of finding, selecting or creating suitable scenes
for use in sample generation is challenging. The 3D scan
must be resolute enough to not cause artifacts in the resultant
captured mesh. However, the scan must also have enough
physical size to be able to gather a valid dataset of the scene
without overexposure to the model’s edges, while also being of
an acceptable filesize to be loaded into system memory for the
duration of the sampling run. Additionally, as it is with image
data, the sampled scene will be effected by the environmental
parameters outlined in Section II.B. It is recommended that
an overcast day at midday is chosen when scanning an area
for 3D reconstruction as this will result in a bright, softly lit
model with fewer sharp shadows which can affect the accuracy
of simulation.

A. 3D Scans

Ideally, the scan should be captured off of a location the
researcher has physical access to for appropriate ground-truth
measurement. For the purposes of this research, resolution
quality was preferred over area size. Problematic scans that
contained a large number of holes in the mesh, and narrow
perspective lines (see Fig. 4) and shadows were avoided
as much as possible. Five 3D Scans were selected where

Fig. 4. Example of undesirable features in a scanned scene, holes in the
mesh pictured in red, and error due to narrow perspective sampling pictured
in green.

these features were minimised, while showcasing an array
of different locations. It is preferable to fabricate a 3D Scan
using a known permissible area. Though doing so requires
equipment and technical expertise, there are several benefits
to be considered. Most notably, having access to the physical
area which was scanned allows for better scale calibration in
the simulation, additionally any measurements made in that
area using ground truth sensors also applies to the digital
recreation of the scan and vice versa (assuming that the quality
of the scan can be verified). For this reason, bespoke scene
creation for quantitatively accurate simulation is intended to
be approached in future work. Even with bespoke scene
creation, it is unrealistic to expect to gather high resolution
scans of a large area, in most cases the scenes are composed
of high resolution point clouds which diminish in resolution
the further they are from the source of the sampling device.
Though it is not impossible to create a scan of an area with a
consistent high resolution by using multiple sampling points
and techniques, longer scan times increases the deviation in
lighting and texture (for outdoor scans), which may require
post-processing to repair (potentially affecting the connection
between the simulation and the real scene).

B. Scene Configuration

The 3D Scans were imported using the Unity GUI Import
function, these scans were then configured for lossless texture
resolution and initially were self-lit to ignore all dynamic scene
lights (since the texture would have shadows baked into it from
the initial scan), this setting was reverted back to the default
to allow for the day/night cycle to affect the scan, instead, a
gradient emission texture was used to align the level of self-
illumination with the time of day. Additionally, since the scans
were acquired from an online repository, physical size could
not be verified, therefore in order to align the scale of the mesh



Fig. 5. General strategy used for the simulation and sampling of artificial
datasets.

to a realistic estimation, an object matching the approximate
width of an average European door (0.8 meters wide) was used
as a reference and doors visible in the scan were scaled to
match (see Fig. 3). A basic quad-rotor helicopter UAV control
scheme was implemented in C# using the Unity scripting API,
with features to allow for sample recording, which would
later be modified to record positions and rotations. For ease
of use, inputs were mapped to both a standard game pad as
well as a keyboard for control. Although this feature was not
necessary for the simulation running automatic generation, it
is a recommended quality-of-life feature for the rapid creation
of new datasets in different environments.

C. Sampling

As previously stated, one of the benefits of simulated data
generation is the ability to control the simulation runtime in
order to ensure there is no deviation between samples taken
at the same position. Fig. 5 below, describes the strategy
employed in order to maximise this effect.

Rather than sample using direct control of the UAV in
the simulation, the position, rotation, and runtime of the
UAV at each sample is recorded and stored as a csv file
for use in between simulations. This allows the sampler to
vary the parameters of the simulation, while still capturing
images at the exact same perspectives to assist in ensuring
that the only difference between these sampling cycles are
the chosen variables. Where traditional sampling would have
either manual or automatic relocation between points and
sampling that would include a minimum sample time, which
would be based on the specifics of the hardware used for
the sampling. In a dataset that is generated from simulation

Fig. 6. ”Farmhouse” scene, iterated over 4 points on a cyclical day/night axis
(6am to 6pm)

TABLE I
SAMPLE GENERATION RESULTS PER AREA

Location Number of Samples
Farmhouse 5598

Alleyway 2010

Street 2001

Indoor 1 1097

Indoor 2 2013

however, the hardware can be ideal with a sample time of
zero. This is normally an undesirable feature of simulation,
but in the context of data creation it can be a benefit. Once
the logs have been created, the simulation can be left to run
automatically. The filename of each image is generated to
contain the scene and position number for reference, and can
also contain other appropriate metadata as need be.

IV. RESULTS

As a test of the simulation concept and sampling strategy,
position and rotation logs were created for 5 areas with various
geographic qualities, these logs were used to create individual
datasets of each area automatically, details of these results can
be seen in Table I.

A. Time Variation

To demonstrate of the concept of using simulated dataset
generation to create varied environmental samples of the same
image, the sampling workflow was modified to iterate the
light level and simulated solar angle over a cyclical axis to
emulate the day/night cycle. The results of which are shown
in Fig. 6. This is potentially the most impactful feature of the
proposed approach, it allows for not only the control of one
environmental variable, but could be used to control multiple
in tandem to generate a spectrum of environmental variance.
As such, the generation and analysis of a dataset that iterates
over a number of time and weather configurations is expected
to be a topic for future research.

V. CONCLUSION

This research was intended to investigate Two concepts.
The First being the viability of using a high fidelity rendering
engine in conjunction with 3D Scans of a physical space to
create a Digital Twin version of that space. The Second is
the viability of using said Digital Twin Areas to generate
image samples for the inference of Neural Network based



Autonomous UAV functions. To this end, it was discovered
that not only are both concepts viable, but the idea of an
artificially generated dataset that is visually comparable with
a physical counterpart has considerable potential in assisting
with the development of generalised Autonomous Navigation
solutions.

A. Future Work

The 3D scans used in this project demonstrated the va-
lidity of this sampling approach and concept. However, the
creation of a bespoke, linked mesh of a known accessible
area is considered the most optimal approach. As such, future
research aims to create a Digital Twin space that is linked to a
known physical space for quantitative testing of this approach.
Additionally, further testing of Neural Network responsiveness
to the artificial datasets is required, which is likely to involve
research done in the area of Uncertainty Estimation [35], [36].
Furthermore, research into the generation of Simultaneous
time and weather varied datasets using this simulation strategy
is of particular interest.
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