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Abstract—This paper introduces a new time-resolved spectral analysis method based on the Linear Prediction Coding (LPC) method that is particularly suited to the study of the dynamics of low Signal-to-noise Ratio (SNR) signals comprising multiple frequency components. One of the challenges of the time-resolved spectral method is they are limited by the Heisenberg-Gabor uncertainty principle. Consequently, there is a trade-off between the temporal and spectral resolution. Most of the previous studies are time-averaged methods, and the new method is a parametric method, which can directly extract the dominant formants. The method is based on a $z$-plane analysis of the poles of the LPC filter which allows us to identify and to accurately estimate the frequency of the dominant spectral features. We demonstrate how this method can be used to track the temporal variations of the various frequency components in a noisy signal. In particular, the standard LPC method, new proposed LPC method and the Short-time Fourier Transform (STFT) are compared. A noisy Frequency Modulation (FM) signal is used to compare the performance of the different methods and we show that the proposed method provides the best performance in tracking the frequency changes in real time.

Index Terms—Time-resolved Morphology, LPC Filter, Frequency Tracking, Multi-frequency Signals.

I. INTRODUCTION

The real-time analysis of the spectral formants in the spectrum of speech is essential in the identification of signals in recognition systems employing knowledge-based feature extraction and interpretation. In particular, the measurement of the dominant spectral information from different signals is crucial in signal recognition techniques, such as EEG identification, voice vowels diction etc. [1]–[3]. The novel technique presented in the paper provides a robust method for identifying the dominant spectral information in the different frequency bands of short-time sampled signals.

One challenge of the time-resolved spectral methods is that they cannot satisfy the requirements for both frequency and time resolution which are limited by the Heisenberg-Gabor uncertainty principle [4]. The trade-off relationship requires that the temporal resolution $\Delta t$ of a measurement and the spectral resolution $\Delta f$ of a finite energy function is bounded according to [5]:

$$\text{Time-Bandwidth Product} = \Delta t \Delta f \geq \frac{1}{4\pi}$$

In other words, if the signal samples are short, there will be a poor frequency resolution. The current research methods are the short-time Fourier transform [6], [7], the continuous wavelet transform [5] and the time-frequency representation [8]. Most of them are time-averaged methods, the practical consequence of this is that these methods do not scale well in terms of frequency analysis. In this paper, a new parametric method is proposed, which can directly extract the dominant formants, it can easily to further processing in frequency analysis and machine learning.

Standard LPC-based formant estimation algorithms suffer from restrictions on the order of LPC filter which can be used to extract the poles of signals [9]. Low order LPC filters tend to provide poor spectral separation of the formants in the frequency domain, whereas too high an order causes deterioration of the noise immunity of the spectral estimator by creating a profusion of candidate peaks in the estimated frequency response. However, the estimation of the dominant formants in any given analysis frame is greatly improved by employing $z$-plane spectral estimation. It is well known that the LPC method is sensitive to the presence of noise in the signal [10] where the accuracy of the method is significantly degraded in the presence of additive noise [11], [12].

To summarize, the spectral analysis framework proposed in this paper has several key advantages over prior works:

- The new method is a time-resolved spectral analysis algorithm which can track the various frequency components of a signal.
- The new method is suited to the analysis of multi frequency signals.
- The new method is a robust method that is suited to high-noise signals.
- The new method is a parametric method which is useful for incorporation into further analysis using machine
learning.

II. METHODOLOGY

The LPC algorithm provides a method for estimating the parameters that characterize the linear time-varying system [13], it is based on the assumption that the current signal sample \( s(n) \) can be closely approximated as a linear combination of past samples

\[
s(n) = \sum_{i=1}^{p} a_i s(n - i)
\]

(2)

The factor \( a_i \) is the predictor coefficient which is determined by minimizing the mean-squared error between the actual speech samples \( s(n) \) and the linearly predicted ones \( \hat{s}(n) \).

A. The transfer function of the filter \( H(z) \)

We begin the discussion of linear signal models with all-poles models because they are the easiest to analyse and the most widely used in practical applications. We will assume an all-pole model of the form [14]

\[
H(z) = \frac{G_0}{A(z)} = \frac{G_0}{(1 - \sum_{i=1}^{p} a_i z^{-i})} = \frac{G_0}{\prod_{i=1}^{p} (1 - p_i z^{-1})}
\]

(3)

where \( G_0 \) is the system gain. The direct \( z \)-transform of a time sequence \( s(n) \) is defined as follows:

\[
S(z) = \sum_{n=-\infty}^{\infty} s(n) z^{-n}
\]

(4)

The LPC analysis operates on frames containing data samples. At the heart of the LPC method is the linear predictor. In the linear predictive model, it is assumed that the signal is an autoregressive process that can be represented as

\[
s(n) = \sum_{i=1}^{p} a_i s(n - i) + Gu(n)
\]

(5)

the current signal sample \( s(n) \) can be closely approximated as a linear combination of past samples, \( u(n) \) is the excitation signal. In this expression, \( G \) is the gain parameter that is used to match the energy of the synthetic signal to that of the original signal. In the \( z \)-transform domain, a \( p^{th} \) order linear predictor is a system of the form

\[
P(z) = \sum_{i=1}^{p} a_i z^{-i} = \frac{\hat{S}(z)}{S(z)}
\]

(6)

where \( \hat{S}(z) \) is the output of the filter. The prediction error, \( e(n) \), is of the form

\[
e(n) = s(n) - \hat{s}(n) = s(n) - \sum_{i=1}^{p} a_i s(n - i)
\]

(7)

\[
E(z) = S(z) - \sum_{i=1}^{p} a_i S(z) z^{-i}
\]

The prediction error is the output of a system with transfer function

\[
A(z) = \frac{E(z)}{S(z)} = 1 - P(z) = 1 - \sum_{i=1}^{p} a_i z^{-i}
\]

(8)

If the input signal obeys the prediction model exactly, then \( e(n) = Gu(n) \). \( \hat{S}(z) \) is the output of the filter, \( H(z) \), to the input signal, \( U(z) \cdot H(z) \). \( A(z) \) is an inverse filter for \( H(z) \), the LPC synthesis filter, is given by

\[
H(z) = \frac{1}{A(z)}
\]

(9)

In these terms, \( \hat{S}(z) \) can be written as

\[
\hat{S}(z) = H(z)U(z) = \frac{U(z)}{A(z)} = \frac{U(z)}{1 - \sum_{i=1}^{p} a_i z^{-i}}
\]

(10)

We will get

\[
H(z) = \frac{1}{1 - \sum_{i=1}^{p} a_i z^{-i}}
\]

(11)

For example, if the input signal is a low SNR synthetic composite sinusoidal signal as shown in Fig. 1 where the LPC order is \( p = 20 \), the spectrum response of LPC synthesis filter \( H(z) \) can approximate the dominant spectrum as shown in Fig. 2.

![Fig. 1. Input Signal. This input signal is composed of \( F_1 = 20Hz \), \( F_2 = 40Hz \), \( F_3 = 60Hz \) sine waves where the SNR= 10dB is due to Additive White Gaussian Noise (AWGN), the sampling frequency \( Fs = 160Hz \), the sampling time is 1s.](image1.png)

![Fig. 2. Spectrum Response. The green trace is the result from the discrete Fourier transform and the blue trace is the LPC filter result \( H(z) \), the LPC order is \( p = 20 \).](image2.png)

B. The roots/poles of the filter

The LPC model is represented by the all-pole filter \( H(z) \), which can be represented as a ratio of polynomials in \( z \). The fundamental theorem of algebra tells us that \( A(z) \) has \( p \) roots, each of these is a value of \( z \) for which \( H(z) = \infty \), roots of \( A \) are called the poles of \( H \). Therefore, finding the roots of

\[
A(z) = 0
\]

(12)
We can get the set of results
\[
Z = \{z_1, z_2, z_3, \cdots, z_p\}, \quad z_i \in \mathbb{C}
\]  
(13)
where each pole \(z_i\) can be expressed as
\[
z_i = \gamma_i e^{j\omega_i}, \quad i = 1, 2, 3, \cdots, p
\]  
(14)
where \(\omega_i = \tan^{-1} [\text{Im}(z_i)/\text{Re}(z_i)]\) is the angle corresponding to the pole. The magnitude of pole is \(|z_i|\) and the corresponding pole frequency \(F_{pi}\) as
\[
F_{pi} = \frac{\omega_i}{2\pi T_s}
\]  
(15)
where \(T_s\) is the sample period. We can plot the results of LPC roots \(Z\) in the \(z\)-plane as shown in figure 3. All of the roots comprise complex conjugate pole pairs which are mirrored in the \(z\)-plane. Here, we consider those poles with non-negative imaginary parts
\[\text{Im}(z_i) \geq 0\]  
(16)
The results are shown in Fig. 4. From the frequency domain point of view, the predictor coefficients generated by the LPC model contain the spectral envelope information.

![Fig. 3. The \(z\)-plane system.](image)

![Fig. 4. LPC spectrum and LPC poles.](image)

**C. The Proposed LPC filter method**

Most researchers [9] [13] [14] [15] to date have used the roots (i.e. the poles) of \(H(z)\) to directly estimate the dominant spectral features (i.e. the formants) of the response in the Fig. 3 and 4. However, not all of the LPC poles correspond to dominant peaks in the spectrum. In the Fig. 4, the dominant frequencies are 20\(Hz\), 40\(Hz\) and 60\(Hz\), but the LPC method generates 11 poles. In our method, only some of the poles correspond to the dominant spectrum features, while other poles serve to define the location and width of dominant spectrum, we will call these non-dominant poles.

All of the LPC poles can be categorised into dominant poles and non-dominant poles. We use the magnitude \(|z_i|\) of the LPC poles to distinguish between the dominant and non-dominant poles where we set a threshold value \(c\) to classify the poles
\[
\begin{cases}
|z_i| \geq c, & \text{Dominant pole.} \\
|z_i| < c, & \text{Non-dominant pole.}
\end{cases}
\]  
(17)
The threshold value \(c\) is an experimental value, generally we chose the value of \(c\) in the range 0.80 to 0.95, depending on the intensity of the noise present. In the example, we set \(c = 0.95\) in Fig. 5 where the red coloured poles with a magnitude greater than \(c\) are dominant poles and the black poles with a magnitude less that \(c\) are non-dominant poles. The non-dominant poles in the vicinity of the dominant pole can effect the morphology of dominant pole, we refer to these poles as local poles, we define a factor \(f_r\) to identify the local poles around the dominant pole,
\[
|F_{\text{dominant}} - F_{\text{non-dominant}}| \leq \frac{f_r}{2}
\]  
(18)
when the frequency separation between non-dominant and dominant poles is less than \(f_r\), we consider them to be the local poles of the dominant poles. In figure 6, we chose \(f_r = 18Hz\) where the red lines represent the frequency range around each dominant pole where we can identify the non-dominant poles, i.e. the local poles, associated with the dominant pole. The dominant pole and its local poles are used to form a new (reduced order) filter transfer function \(\tilde{H}_i(z)\),
\[
\tilde{H}_i(z) = \frac{1}{(1 - z^{-1}_{\text{dominant}})} \times \frac{1}{(1 - z^{-1}_{\text{non-dominant}})}
\]  
(19)
the spectrum responses of each of the local poles are shown in Fig. 7. As the new filter transfer function \(\tilde{H}_i(z)\) has a lower order, it has fewer local maxima which makes it easier to find the peaks. By using a maximisation technique to find the spectral peak \(F_i\) of \(\tilde{H}_i(z)\) we obtain an improved estimate of the frequency of the spectral peak, as shown in Fig. 7.

![Fig. 5. Dominant and non-dominant poles.](image)

![Fig. 6. Local poles for each dominant pole.](image)
angle modulation in which the instantaneous frequency $f_i(t)$ is varied linearly with the message signal $m(t)$:

$$f_i(t) = f_c + \beta m(t) \quad (20)$$

the term $f_c$ represents the unmodulated carrier frequency and the constant $\beta$ represents the modulation index, the message $m(t)$ is described in the time domain by:

$$m(t) = \cos(2\pi f_m t) \quad (21)$$

where $f_m$ is the frequency of message signal. To facilitate our research, we define some new variables

$$f_{\text{deviation}} = \beta \times f_m \quad (22)$$

which represent the range of the variation in the instantaneous frequency $f_i(t)$. In all experiments described in this paper, the FM signal is corrupted with Additive White Gaussian Noise (AWGN) where the signal-to-noise ratio in dB is defined as the ratio of the power of the FM signal to the AWGN power.

In order to compare the results from the different methods, a metric called the Relative Deviation Percentage (RDP) is used. The RDP metric has two forms: one for the LPC methods and the other for the STFT method. The traditional LPC method and the proposed LPC method directly generate the frequency prediction result which allows for the calculation of the error $f_{\text{error}}$ which is defined as the absolute average error of the prediction. So the RDP function for the parametric methods is defined as:

$$\text{RDP for LPC methods} = \frac{f_{\text{error}}}{f_{\text{deviation}}} \times 100\% \quad (23)$$

The STFT method generates the spectrum which makes it difficult to directly estimate the prediction error. However, as the trade-off between the temporal and spectral resolution is a consequence of the uncertainty principle, we chose the frequency resolution $\Delta f$ as the error for STFT method which is determined by the window size $\Delta f = F_s/N$. Therefore, the RDP for time-average method is described as:

$$\text{RDP for the STFT method} = \frac{\Delta f}{f_{\text{deviation}}} \times 100\% \quad (24)$$

B. The analysis of a single FM signal

To understand the operation of the LPC pole processing method, we first chose a simple scenario of a FM signal with SNR = 10dB, the detail of the input signal as in Fig. 9.

As we can see from the results in Fig. 10, the traditional LPC poles are sensitive to noise, it produces many poles from a single window of samples. For the STFT method, it cannot accurately track the changes in frequency which are limited by the size of window and is adversely affected by noise. However, the proposed new method can produce the correct dominant frequency prediction over time.

Usually, the order of an LPC model $p$ equals the number of poles and we only consider the positive frequency poles. Fig. 11 demonstrates the effect of the LPC order on the traditional LPC method and the proposed new method. Increasing the
Fig. 9. Single FM Signal with SNR=10dB due to AWGN. The sampling frequency $F_s = 100Hz$, sampling time is 10s, the carrier signal frequency $f_c = 25Hz$, the message signal frequency $f_m = 1Hz$, the modulation index $\beta = 5$.

Table 1:

<table>
<thead>
<tr>
<th>LPC order</th>
<th>LPC Poles</th>
<th>Stabilization Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 11. LPC order Analysis. The other parameters are the same as Fig. 10.

Fig. 12. The RDP for LPC order analysis. The other parameters are the same as Fig. 10.

The effect of the noise on the result is analysed in Fig. 14 as the SNR of the FM signal decreases from 50dB to 1dB. The spectrum resolution of the STFT is affected only by the number of samples in one window. For the traditional LPC method and the new method, the RDP values decrease as the noise level is increased, but all of the RDP values in the traditional LPC are greater than 50%, and much higher than the new proposed method. This demonstrates that the LPC filter method has the best performance of the methods considered here.
Secondly, it is capable of analysing signals composed of multiple signals. For example, it is suited to biomedical signals, especially EEG signals which have different frequency bands assigned to the response of different brain functions. Thirdly, it can identify the dominant spectral features in noisy environments. Finally, it is a parametric method, it can support further processing of the signals using machine learning techniques, which is a big advantage in helping to develop new analytical techniques. In future research, this technique can be used for biomedical research, voice synthesis, mechanical vibration and image processing etc. We believe that it has the potential to become a universal application tool in the field of signal processing.

C. Multi-frequency Signal

In this part, a more complex situation is considered where the input signal is a multi-frequency signal comprising three low SNR FM signals, it has the characteristic of multi-frequency wave, high noise and fast frequency changing. The input signal comprises 3 carrier frequencies where \( F_{c1} = 10\text{Hz}, F_{c2} = 25\text{Hz} \) and \( F_{c3} = 40\text{Hz} \), all of them have same message signal frequency \( f_m = 1\text{Hz} \), the modulation index is \( \beta = 5 \), and the SNR is 10dB. A comparison of the results in Fig. 15 shows that the traditional LPC method produces too many poles making it difficult to accurately identify the dominant frequency components. It can also be seen from the STFT result that the STFT is not good for the spectral analysis of multi-frequency signals. However, the proposed method can still track the dominant frequency changes in real time even in this complex scenario.

![Fig. 14. The RDP for SNR due to AWGN in dB. The number of samples is \( N = 15 \), LPC order is \( p = 6 \), the threshold value \( c = 0.85 \), the frequency range \( f_r = 15\text{Hz} \).](image)

IV. Conclusion

The research work of this paper proposes a new robust time-resolved method to extract and track the dominant frequency components from multi-frequency signals. Firstly, it is a time-resolved method and can track the variations in frequency in real time. Secondly, it is capable of analysing signals composed of multiple signals. This work has been supported through the Graduate School of Technological University Dublin and this publication has emanated from research conducted with the financial support of Science Foundation Ireland (SFI) under the Grant Number 15/SIRG/3459.
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