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ABSTRACT

Dysarthria is a motor speech disorder that results from disruptions in the neuro-motor interface and is characterised by poor articulation of phonemes and hyper-nasality and is characteristically different from normal speech. Many modern automatic speech recognition systems focus on a narrow range of speech diversity therefore as a consequence of this they exclude a groups of speakers who deviate in aspects of gender, race, age and speech impairment when building training datasets. This study attempts to develop an automatic speech recognition system that deals with dysarthric speech with limited dysarthric speech data. Speech utterances collected from the TORGO database are used to conduct experiments on a wav2vec2.0 model only trained on the Librispeech 960h dataset to obtain a baseline performance of the word error rate (WER) when recognising dysarthric speech. A version of the Librispeech model fine-tuned on multi-language datasets was tested to see if it would improve accuracy and achieved a top reduction of 24.15% in the WER for one of the male dysarthric speakers in the dataset. Transfer learning with speech recognition models and preprocessing dysarthric speech to improve its intelligibility by using general adversarial networks were limited in their potential due to a lack of dysarthric speech dataset of adequate size to use these technologies. The main conclusion drawn from this study is that a large diverse dysarthric speech dataset comparable to the size of datasets used to train machine learning ASR systems like Librispeech, with different types of speech, scripted and unscripted, is required to improve performance.
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CHAPTER ONE: INTRODUCTION

1.1 - Introduction

This dissertation focuses on improving the recognition of dysarthric speech with speech recognition systems by enriching datasets with dysarthric speech and preprocessing dysarthric speech to make it more intelligible.

The World Economic Forum (2018) published the ‘White Paper: How to Prevent Discriminatory Outcomes in Machine Learning’. In this paper, the issue of bias in machine learning datasets is addressed along with an analysis of the cause and ways to mitigate it in machine learning projects in the future. Bias in machine learning is caused by a number of factors including unrepresentative datasets, wrong model choice for the project, discriminatory model features, lack of human oversight and involvement, unpredictable and inscrutable systems and unchecked and intentional discrimination (World Economic Forum, 2018). Bias has the potential to violate human rights and it is the duty of businesses and institutions to respect these rights (Executive Office of the President of US, 2016).

Automatic speech recognition (ASR) technology is becoming increasingly more important in modern society as it is being integrated into services such as emergency response centers, domestic voice assistants and search engines (Feng et al., 2021). As ASR has become apart of machine learning practices, it also is susceptible to bias. Recent studies have shown that state of the art ASR systems struggle with the large variation of speech, that includes accents, age, gender and speech impairments (Feng et al., 2021). The main source of this bias is attributed to unrepresentative datasets that are mainly composed of native speakers, within a selective age range who do not have any speech impairments (Feng et al., 2021).

People with disabilities are also affected by bias in machine learning and are affected differently by bias in comparison to other protected attributes like gender, race or age (Trewin, 2018). This can be attributed to the wide diversity of the way disability can present itself and how people adapt (Trewin, 2018). Additionally, individuals can be hesitant to share sensitive information about their disability for the fear of discrimination.
The diversity of disability can be troubling for machine learning as it is designed to establish patterns and to form groups where in a dataset there may not be enough examples of a specific disability for it to be recognised (Trewin, 2018).

Dysarthria is defined as a motor speech disorder that results from disruptions in the neuro-motor interface and is characterised by poor articulation of phonemes and hyper-nasality (Rudzicz, 2010). Dysarthric speech has been shown to produce high word error rates when using state of the art ASR systems, for example, De Russis and Corno (2019) showed that Google Cloud Speech has a WER rate of 4.9% for normal speech but a WER of 59.81% for dysarthric speech. While there are many large datasets available for normal speech for training ASR models e.g; Librispeech (Panayotov et al., 2015), there are only a small amount of dysarthric speech datasets of a significant size, for example TORGO or the neumours database (Jiao et al., 2018). It can be difficult to collect dysarthric data due to factors such as variable recording conditions, unbalanced samples between speakers and uncontrolled body movements (Jiao et al., 2018).

1.2 - Research Background

As discussed in the introduction, individuals with disabilities face different a different kind of bias in machine learning due to the diversity of disability (Trewin, 2018). As those who have dysarthric speech do so as a result of diseases such as ALS, Cerebral Palsy or Parkinson’s disease which may limit their mobility, ASR systems can be of huge benefit in completing daily tasks unaided such as using a personal assistant like Apple’s Siri to control appliances in the home, bringing independence to their lives (Cave & Bloch, 2021). Although other speech aids have been created to assist communication for people with dysarthria such as talking keyboard, eye tracking device, and communication board (Chen et al., 2020), most individuals desire to use their own voice for communication (Cave & Bloch, 2021).

Recent studies in machine learning have shown that the utilisation of large datasets in training can produce high performance by mining data-driven features directly from the data (Jiao et al., 2018). In the context of large vocabulary continuous speech recognition, this would require thousands of hours of speech consisting of varied accents, age and
environment to build a robust deep neural network acoustic model (Jiao et al., 2018; Yu & Li, 2017).

There are very few public datasets available for dysarthric speech that would be relatively large enough for a DNN (Jiao et al., 2018) and as a result research has pivoted to trying to solve the lack of data issue.

Dysarthria is characterized by poor articulation of phonemes. According to the TORGO database, for example, the deletion of affricatives and plosive phonemes in word final positions which do not occur in non-dysarthric speech (Rudzicz., 2010). Moreover, another common feature of dysarthric speech is its speed. All vowels produced by dysarthric speakers are significantly slower than those produced by healthy speakers at a 95% confidence interval and have been shown to be up to twice as long on average (Rudzicz., 2010).

Research has proposed speech synthesis as a solution to increasing data for dysarthric speech (Jiao et al., 2018; Hue et al., 2021, Shahamiri, 2021). Though moderately successful, it is computationally intensive and requires a large amount of time to produce large amounts of data. Additionally, it could be considered insensitive under the idea of active inclusion as it does not include dysarthric individuals as a part of the solution (World Economic Forum, 2018). Bragg et al. (2018) discussed the issue of using animation or avatars as a stand in for sign language data. This generated sign language data may fail to fully represent the complexity of the original data and this can be considered an issue when augmenting dysarthric speech data.

Furthermore, the use of GANs (General Adversarial Networks) and other models such as CNNs has become popular for speech enhancement and can be used to augment dysarthric speech to make it more intelligible (Phan et al., 2020 ; Chen et al., 2020; Yang & Chung; 2020). (to enrich datasets to look at preprocessing speech before its input)

Finally, Takashima et al. (2019) showed the potential for using dysarthric speech in two different languages to try increase training data for a model. It could be investigated if multi-language speech recognition models have a greater accuracy when recognising
dysarthric speech due to the greater potential to be exposed to a wider amount of
speakers and phoneme variation.

1.3 - Research Problem

There is not enough adequate training data for modern ASR models to improve recog-
nition accuracy when recognising dysarthric speech(Jiao et al, 2018). This can be con-
sidered an issue of bias in machine learning ASR datasets. This study asks “Can bias
against dysarthric speech in an ASR model be mitigated by enriching training datasets
with dysarthric speech and preprocessing dysarthric speech samples with general adver-
sarial networks to improve its intelligibility?”

1.4 - Research Objectives

The research objectives are as follows:

• Obtain a dataset that represents dysarthric speech and review its suitability
• Review current literature to establish main issues that cause bias against ASR for
dysarthric speech
• Review current literature to gather current techniques available to help mitigate
bias against dysarthric speech in speech datasets
• Obtain a suitable ASR model for experimentation
• Set up a series of experiments to test techniques established in literature
• Review and evaluate experiments for suitability to research problem

1.5 - Research Methodologies

A review is conducted on previous literature based on the subject of improving the
recognition accuracy of speech recognition systems with dysarthric speech. A suitable
dataset is selected that represents dysarthric speech, the TORGO dataset (Rudzicz et.
This work is therefore secondary research as the data being analysed and used for exper-
imentation has been gathered by a third party.
A suitable and accessible speech recognition system is chosen to be utilised for experimentation, wav2vec2.0 (Baevski et al., 2020). The hypotheses, that a speech recognition systems accuracy when recognising dysarthric speech can be improved by enriching training datasets with dysarthric speech and preprocessing dysarthric speech with GANs can improve its intelligibility when being recognised by a speech recognition system, were derived from the literature reviewed in chapter two. In chapter three and four, experiments were designed to test these hypotheses and their results were compared, evaluated in line with the literature reviewed. This work is empirical research as conclusions are drawn from experimentation and observation. Quantitative methods are employed to determine and compare accuracy in the form of the Word Error Rate (WER). The WER was the metric of accuracy for all experiments and allows their results to be compared fairly.

Finally, this research can be considered deductive as it begins with a theory and its conclusion is based on the facts, literature, case studies and results presented.

1.6 - Scope and Limitations

The scope of the dissertation is to establish whether a fully representative dataset can be achieved for dysarthric speech by testing model adaptation and the augmenting of speech data.

This study faces a number of significant challenges. As speech recognition is a very computationally heavy task, the hardware used during experimentation limits the models chosen and their parameters along with the outcomes of the results.

Additionally, there are very few datasets available for dysarthric speech and those datasets are very small and only contain a small sample of people (Jiao et al., 2018). Therefore, only the specific type of dysarthria captured in the dataset used

Moreover, this study only addresses the improvement of bias within one specific ASR model, wav2vec2.0 and will not address the improvement of bias in other models.
1.7 - Document Outline

In chapter two, the literature review will describe the various different approaches to speech recognition and will focus on its machine learning implementation. The characteristics of dysarthria will be considered along with its relationship with speech recognition technology. Bias and fairness in machine learning practices will be detailed, followed by an overview of speech datasets for machine learning. The architecture of general adversarial networks will be discussed along with its applications for speech recognition. Finally, a review of all current literature on improving speech recognitions accuracy when recognising dysarthric speech will be explored along with a concluding overview of the research problem and its requirements for improvement.

In chapter three, the requirements defined by the literature review will be discussed and the CRISP-DM approach will be utilised to explain the design and implementation of the experiments. Experiments to evaluate the wav2vec2.0 Librispeech 960h models accuracy (measured in WER) for normal speech and dysarthric speech will be expanded upon. Further experiments to evaluate the wav2vec2.0 model fine-tuned on multi-language datasets accuracy for normal speech and dysarthric speech will also be expanded upon. An experiment to employ transfer learning with the wav2vec2.0 base model by training it on dysarthric speech will be detailed. Finally, preprocessing of dysarthric speech with GANs to try and improve its intelligibility before it is passed to the wav2vec2.0 multi-language model.

In chapter four, the results of the experiments testing the WER for normal speech and dysarthric speech when they are recognised by a wav2vec2.0 model trained on English speech alone versus a wav2vec2.0 model that has been trained on multiple languages is compared and the results are discussed in the context of the literature review from chapter two. The performance of the wav2vec2.0 model that had be retrained with dysarthric speech is detailed along with an analysis of why it rejected the hypothesis. Finally, the performance of the selected CycleGAN-VC-2 model to convert the dysarthric speech samples to the speech style of their normal speech control pairs is evaluated and an analysis of why it also rejected the hypothesis is detailed. There is a thorough discussion on the original aims of the study along with the outcome of the experimentation. The
approach of the experimentation is critiqued and suggestions are made to improve future work.

In chapter five, the entirety of the study is summarised and put in the context of the original aims of the study. The main conclusion of the study, that more dysarthric speech data is required for the improvement of ASR systems in recognising dysarthric speech is expanded upon. The contributions and impact of the results are detailed along with suggestions for future work.
CHAPTER TWO: LITERATURE REVIEW

2.1 Introduction

This study is concerned with the improvement of ASR systems when recognising dysarthric speech. The proposed approach is to try enrich training datasets with dysarthric speech and use GANs for preprocessing dysarthric speech samples to improve their intelligibility. In this chapter we will look at the challenges of machine learning implementations of speech recognition. The architecture of machine learning ASR systems will be detailed and the problem of dysarthria in relation to this technology will be discussed. The issue of bias in machine learning along with speech recognition datasets will be highlighted to display lack of representation in certain ASR training datasets. Speech pre-processing and GANs in the context of ASR will be discussed to show their potential in being applied to the research problem. The conclusion will give an overview of the discussed methods viability for solving the research problem.

2.1.1 - An overview of Speech Recognition Approaches

There are three approaches to ASR: The acoustic phonetic approach, which is based on finding a finite set of distinctive phonetic units and applying labels to these sounds, the pattern recognition approach, which involves the pattern training and pattern matching of speech representations and the artificial intelligence approach, which is considered a hybrid of the previous two approaches (Anusuya & Katti, 2009). All three approaches are discussed in more detail below:

1. The acoustic phonetic approach - is the least adopted of the three, entails distinguishing between phonetic units within spoken language which are described by a set of acoustic properties. These acoustic properties are highly variable and it is hypothesised that the rules that govern this variability between sounds are straightforward and can be easily learnt by a machine.

2. The pattern recognition approach - extracts patterns based on certain criteria
and to separate samples into one class or another. It is a model based approach
and takes the form of a template method or a stochastic method. The tem-
plate method has become outdated but involved attempting to match a
speech sample against a set of preexisting templates. Meanwhile, the highly
successful and most widely adopting method until recently, the stochastic mod-
el uses probabilistic models to determine the word most likely spoken from a
speech sample. The most popular model, the hidden markov modeling (HMM),
is a finite state Markov model with a set of output distributions. Its transition
parameters are temporal variability and the output distribution model parame-
ters are spectral variability. These variabilities are the centre of speech
recognition.

3. The artificial intelligence approach - is a compromise between the previous
two approaches. Some research involved using acoustic information to develop
a model which develops classification rules for speech data. While other devel-
opments use the template based approach.

2.2 - Artificial Neural Network Speech Recognition Architecture

A typical speech recognition system usually consists of an acoustic front-end, which
includes an input device e.g; microphone along with signal processing and feature ex-
traction of the input, acoustic model, which represents the acoustic features for phonetic
units to be recognised, language model, which is a body of constraints on the possible
sequence of words that is acceptable in a given language and decoder, which finds the
most likely word sequence based on the observation sequence and the acoustic-phonet-
ic-language model(Karpagavalli & Chandra, 2016).

2.2.1 - Acoustic Front End

The acoustic front-end involves two processes of signal processing and feature ex-
traction(Karpagavalli & Chandra, 2016). Feature extraction is considered one of the
most important steps in the ASR pipeline as it distinguishes different speech samples
from one another. Each different type of speech has characteristics individual to it in its utterances. These characteristics are extracted through a wide array of different techniques each which work optimally with different ASR methodologies (Vimala & Radha, 2012). There is typically three stages to feature extraction, firstly, a version of spectra temporal analysis of the speech signal is performed which generates raw features which detail the envelope of the power spectrum of those speech signals, secondly, an extended feature vector is compiled with static and dynamic features and finally, in the final stage which only occurs in certain circumstances, these representations are transformed to be more compact and robust vectors which are then passed on to the recogniser (Karpagavalli & Chandra, 2016). There is no set criteria for what constitutes a suitable feature set for applications but they should fulfill the following; allow the system to differentiate between similar sounding speech sounds, allow the system to create an acoustic model for these sounds without the requirement for large amounts of training data and should create statistics which are mostly invariant no matter what speaker or speaking style (Karpagavalli & Chandra, 2016).

Two widely used feature extraction techniques include Linear Predictive Coding (LPC) and Mel Frequency Cepstral Coefficients (MFCC).

LPC allows for an accurate estimate of speech parameter and is efficient speech model computation wise. LPC approximates a speech sample as a linear combination of past speech samples. It minimises the sum of squared differences, over a finite interval, from the actual speech samples to the predicted values, it determines an individual set of parameters or predictor coefficients. This analysis allows for the capability for calculating the linear prediction model of speech over time. Through the transformation of the predictor coefficients, a more robust group of parameters called cepstral coefficients are created (Vimala & Radha, 2012).

One of the most popular and widely used feature extraction technique is MFCC due to the frequency bands being positioned logarithmically, it approximates human auditory reception more similarly than any other technique (Vimala & Radha, 2012). The technique has many steps which are detailed below:
1. Pre-emphasis - The speech sample’s high-frequencies are amplified to allow these regions to be more recognisable during training of a Hidden Markov model training and recogniser.

2. Windowing - The speech sample is sliced into discrete time segments using a window where $N$ is the number of milliseconds wide and at offsets of $M$ milliseconds long. Hamming windows are often employed as they stop the sharp edges that can occur with a rectangular window.

3. Discrete Fourier Transform - A DFT is an algorithm which transforms signals in the time domain to its representation in the frequency domain. The DFT is exercised on the windowed signal and represents the magnitude and phase information of the signal.

4. Mel Filter Bank - This step tailors the output to be relevant to human hearing by altering it with the logarithmic Mel scale. Humans hearing is less strong at frequencies above 1000 Hz. A bank of triangular filters are applied to the DFT spectrum which said filters spaced equally below 1000 Hz and spaced logarithmically above 1000 Hz. The output is known as the Mel spectrum.

5. Log - The Mel spectrum co-efficients are created by taking the logarithm of the Mel spectrum.

6. DCT - The final phase, a discrete cosine transform is performed on the Mel spectrum co-efficients and the Mel-cepstral coefficients of 13th order is created.

7. Delta MFCC Features - To capture changes in the speech samples from frame to frame, the first and second derivative of the MFCC co-efficients are calculated (Karpagavalli & Chandra, 2016).

2.2.2 - Acoustic Models

Choice of acoustic model makes a large impact on the output of an ASR system. The
acoustic modelling of speech refers to the statistical representation of the speech feature vector sequences gathered from the previous feature extraction stage. A Hidden Markov Model (HMM) is a common statistical model used to create acoustic models. There is a wide range of choices available including segmental models, supersegmental models (including hidden dynamic models), neural networks, maximum entropy models, (hidden) conditional random fields and end to end models (Karpagavalli & Chandra, 2016). For the context of this literature review the context of an acoustic model will be explored for a HMM and an end to end model.

Hidden Markov Model

For decades, the Hidden Markov Model has been the most widely adopted choice for a mainstream large vocabulary speech recognition system and boasted the best results. The acoustic model for a HMM maps speech input to a feature sequence which is usually a phoneme or sub phoneme sequence (Wang et al., 2019). The acoustic model is built by introducing a large speech database, known as a speech corpus, and applying training algorithms to it to create a bank of statistical representations for each phoneme. Each phoneme has its own individual HMM. The decoder then tries to find a match for input speech in the acoustic model. For each spoken word, W, in an input sequence, it is broken down into a series of basic sounds known as base phones. The acoustic model produces the probability of a specific observation occurring given a base phone (Karpagavalli & Chandra, 2016). There are three current approaches to calculating this probability, HMM-GMM (Gaussian Mixed Model), HMM-ANN (Artificial Neural Networks) and HMM-DNN (Deep Neural Networks).

GMM is considered a generative learning. It was considered state of the art before the introduction of DNNS. With the introduction of the expectation-maximization (EM) algorithm in the eighties, GMM’s took over as a tool to represent the relationship between HMM states and the acoustic input.

The use of GMMs was advantageous as with a sufficient number of components they can model probability distributions to any level of accuracy needed and are easy to fit with the use of the EM algorithm. They are so successful that it was hard to produce a
method that beat their performance for acoustic modelling (Hinton et al., 2012).

Despite this, they have one major drawback. GMMs are not very statistically efficient for modelling data that lies on or near a nonlinear manifold in the dataspace. Speech is created by modulating a relatively small amount of parameters of a dynamic system which implies its structure underneath is far less complex than what is initially apparent in a window that holds hundreds of coefficients (Hinton et al., 2012).

ANN is considered a discriminative approach which involves either using a discriminative model or applying it to a generative model. Neural networks are successful at enabling discriminative training to occur in a natural and efficient fashion. Despite their usefulness in the classification of short time units like isolated phones and words, they do not perform well for continuous recognition tasks as they have poor ability in modelling temporal dependencies. As a result, they have found success as a pre-processing approach for feature transformation and dimension reduction for HMM based recognition (Karpagavalli & Chandra, 2016). For example, the accuracy of a HMM-GMM can be improved if the input features are altered with bottleneck features generated by neural networks (Hinton et al., 2012).

DNN is considered as representation learning or unsupervised feature learning. When they were first introduced, they were trained discriminatively. In the past decade, research showed a significant increase in performance could be achieved by adding an initial stage of generative pretraining that disregards the end goal of the system. This pretraining is far more helpful in deep neural nets than in shallower ones, particularly if labelled training data is scarce. This reduces overfitting and the time required for discriminative fine-tuning with backpropagation, which was the main reason neural networks were chosen over DNNs to replace GMMs in the nineties. They are particularly adept at exploiting information in neighboring frames and from modeling tied context-dependent states. Pretraining helps reducing overfitting and the time required for fine tuning. It has overtaken GMM as they have no issue modeling multiple simultaneous events within one frame or window as it has the ability to use different subsets of its hidden units to model different events and have out performed GMMs in many tasks such as large vocabulary speech recognition. Unfortunately, they have one drawback,
they struggle to make good use of large cluster machines to train on massive data sets in comparison to GMM. This is negated by the fact they not require as much data to achieve the same performance (Hinton et al., 2012).

End to End

The end-to-end model is a system that directly maps input audio sequences to a sequence of words or other phonemes. Most systems consist of the following parts, an encoder, which maps an input speech sequence to a feature sequence, an aligner, which recognises the alignment between the feature sequence and language and finally, a decoder, which decodes the final identified result. As an end to end model is a complete structure, these divisions may not exist for every model and at times it can be difficult to tell which part of the system does which subtask. This is wholly different from the previously discussed HMM which is composed of multiple modules, its acoustic model as a separate entity, where in this architecture it is fully integrated. Additionally, End to End replaces multiple modules with a deep network, recognising the direct mapping of acoustic signals into label sequences without a carefully-designed intermediate states. Therefore, there is no need to exercise backend processing on the output. This enables the model to joint train and pursue globally optimal results where a HMM can’t. As a result, the end to end model simplifies the building of speech recognition systems (Wang et al., 2019). End to end models consist of Connectionist temporal classification (CTC), RNN-Transducer and attention based models.

Connectionist temporal classification (CTC)

The CTC model was developed as a way to avoid the requirement of frame-level alignment of target labels for training utterances(). Before CTC, when researchers were modelling time-domain features with RNN or CNN they faced a data alignment problem as both models loss function are defined at each point in the sequence, therefore in order to facilitate training, the alignment between the RNN output sequence and the target sequence must be known(Wang et al., 2019). By solving this issue, it allowed for a greater employment of DNN in speech recognition. Additionally, it simplified model architectures by negating the need for further processing on outputs to retrieve a final transcript-
tion where traditional models in the past would output phonemes (Wang et al., 2019).

The model operates by editing the target labels with an additional blank symbol. For each input sequence of a certain length, the encoder encodes it into a feature sequence, the vectors of which have a dimension one greater than that of the length of the vocabulary. Through a softmax operation, the feature sequence is converted to a probability distribution sequence. Here the probabilities for whether a label or blank label occurs at the output at each time step in the sequence (Wang et al., 2019).

Furthermore, using these calculated probabilities the input sequence is then mapped to a certain label at each input frame. The mapping of the input sequence to a path is thought of as a hard-aligning process. This process assumes that each element in the output sequence is independent of each other, therefore this encoder is entirely an acoustic model and does not have the ability to model language (Wang et al., 2019). Finally, if the output path length and input speech length are not equal, usually the transcription is much shorter than the corresponding speech sequence, then multiple paths are aggregated into a shorter label sequence. This includes the deletion of blank and the merging of consecutive identical labels (Wang et al., 2019).

RNN-Transducer

The RNN-Transducer model exploits the nature of the CTC model being similar to an acoustic model in an ASR system and augments the encoder of the CTC model with a separate recurrent prediction network over the output symbols (Wang et al., 2019). Meanwhile the prediction network can be thought of as similar to a language model.

The RNN Transducer model makes up for some of the short-comings of the CTC model. Where CTC can only map input sequences to output sequences that are shorter than it, the RNN-Transducer can map an input to any finite, discrete output sequence. Additionally, where CTC is unable to model interdependencies for the output sequence as it assumes independence between output elements, the RNN-Transducer can model these dependencies (Wang et al., 2019).
Although similar to CTC, the RNN-Transducer model takes a different approach to their path generation processes and path probability calculation diverge. The model consists of three subnetworks, a transcription, prediction and joint network. The transcription network acts as an acoustic model as an encoder, the prediction network is a decoder that acts like a language model modelling interdependencies within the output label sequences and finally the joint network aligns the input and output sequences (Wang et al., 2019).

The design of the RNN-Transducer architecture through the joint network enables the interdependence between the input sequence and output sequence by using both the language model and acoustic model to calculate probability, allowing them to be training together (Wang et al., 2019).

Despite its advantages over CTC, the RNN-Transducer has its own drawbacks. Research has found that this type of model is difficult to train from scratch, pre-training its various parts has been proposed as a solution. Additionally, due to the models flexibility, its calculation process produces many unreasonable paths, which is also a problem for any model that begins enumerating all possible paths and then aggregates them (Wang et al., 2019).

Attention Based Models

An Attention Based model, for example a Listen-Attend-Spell (LAS) model consists of an encoder network, like the previously discussed RNN Transducer model but differs by using a single decoder with an attention method at each output step to assign different weights to each vector in a specific sequence. The following output step is then determined by a historical output sequence and a weighted summation of the encoding result sequence. This alleviated the problem of requiring all the text information being encoded to a fixed length vector, allowing even long sentences to have a good encoding effect (Wang et al., 2019).

Additionally, the encoder-decoder along with the attention method doesn’t need the pre-segment alignment of data. It learns the soft alignment between input and output sequences with attention, which is highly beneficial for ASR systems (Wang et al., 2019).
2.2.3 - Language Model

A language model is a group of constraints that denote what is an acceptable sequence of words in a language. These may be represented by rules of generative grammar or statistics on each word pairing estimated in a training corpus. Humans are naturally adept at distinguishing words with similarly sounding phones as they will understand the context of the sentence and have general knowledge regarding what words and phrases can occur in that context. A language model provides this context to a ASR system. Usually, language models are trained using n-gram probabilities that are estimated by observing sequences of words in large corpora of text that contain millions of word tokens. This perplexity is then reduced on training data. Despite this, reduced perplexity does not necessarily mean more accurate results. it then follows, that algorithms that have the ability to improve language models through their interaction with ASR are very appealing. Common language models are bigram and trigram models. These models hold a particular number of words in a sequence, respectively. Tools for language modeling include the CMU Statistical Language Modeling (SLM) Toolkit and the Stanford Research Institute Language Modeling Toolkit(Karpagavalli & Chandra, 2016).

2.2.4 - Decoder

The decoder aims to establish the most likely word sequence W, given an observation sequence O along with the acoustic-phonetic-language model. This can be solved using dynamic programming algorithms. Instead of evaluating all possible model paths that generate O, they focus on a single path through the network which is the best match for O. The Viterbi algorithm is frequently used for this purpose. In the context of large vocabulary tasks, it would be unfeasible to consider every possible word during the recursive part of the Viterbi algorithm, therefore a beam search is employed to only consider paths above a certain probability threshold when extending paths to the next time step. This may speed up the searching process but decrease decoding accuracy. An issue of the algorithm is that it considers the best paths at time t to be an extension of the best paths ending at time t-1, which is not always correct. The path that seems least probable at the start may be the best as a whole. An extended Viterbi and forward-backward algorithm has been implemented to try mitigate this problem(Karpagavalli & Chandra,
2.3 - Characteristics of Speech Recognition Systems

Speech recognition systems come in a number of different varieties for different purposes. They can be differentiated by the different characteristics discussed in this section. The speech type, utterance approach and style that a ASR system is trained to recognise can impact how it performs with other types of speech it is then asked to recognise.

Speaker type

Speaker dependent - where the system is tailored to recognise one speaker but its accuracy decreases for other speakers.

Speaker independent - where the system is tailored to recognise a wide array of speakers but has a trade off in accuracy as a result.

Speaker adaptive - a system which a compromise between the two previous systems, they are tailored to be able to learn new speaking patterns but this functionality can affect processing times and accuracy (Malik et al. 2020).

Utterance approach

Isolated words - where the user is required to take pauses after each word and the system processes them one word at a time.

Connected words - where users speak multiples words at a time and the system processes multiple words at a time (Malik et al., 2020).

Utterance style

Continuous speech - where the user is able to speak naturally to a point, and the system processes the speech sequence as a whole.

Spontaneous speech - where the user speaks completely naturally with the inclu
sion of non speech utterances such as coughing. These systems are harder to produce due to the need for a larger vocabulary and the ability to differentiate between speech and non-speech (Malik et al., 2020)

2.4 - Metrics to Evaluate Speech Recognition Systems

There have been many different metrics to evaluate ASR systems performance. Different papers use different evaluation metrics and this can make it hard to compare performance. The two popular accuracy metrics are discussed in this section. WER (Word Error Rate) is the chosen metric for this study as it is the most used metric in the literature regarding speech recognition and its performance with dysarthric speech. Additionally, the model chosen in chapter three, wav2vec2.0 and its training dataset Librispeech use WER in both of their related papers to measure accuracy (Baevski et al., 2020; Panayotov et al., 2015).

Two popular methods to measure the accuracy of ASR include:

1. Word error rate - Word error rate or WER solves the issue of measuring the accuracy of ASR when the output produced is not the same length as the ground truth. It calculates the error on word rate rather than on phoneme level. WER is calculated by dividing the number of substitutions, deletions and insertions in the prediction divided by the number of total words in the ground truth (Malik et al., 2021).

2. Word recognition rate - Word Recognition Rate (WRR) is considered a variation of WER. The WRR is calculated by taking the total number of words predicted completely (number of words in the ground truth minus the substitutions and deletions) minus the number of insertions in the prediction divided by the total number of words in the ground truth (Malik et al., 2021).
2.5 - Recent Advancements in Open Source Automatic Speech Recognition Systems and Methodologies

Before the introduction of machine learning to the task of ASR, with the increasing capabilities of the hardware, the existing techniques for ASR, which were based primarily on the hidden Markov model (HMM) with Gaussian mixture output distributions had begun to plateau in performance (Deng & Li, 2013). The improvement of computational resources coupled with the increase of data available for training driven by the internet, the application of machine learning could be applied to speech recognition to improve it and push its accuracy further than it had before (Deng & Li, 2013). A brief overview of recent state-of-the-art open-source machine learning frameworks will be discussed below and their suitability for experimentation for the research problem will be discussed later in this chapter.

2.5.1 - wav2vec2.0

Wav2vec2.0 is a framework for the self-supervised learning of speech representations. Representations (the ‘vec’ vectors) are learnt from speech audio (the ‘wav’) alone and then labelled speech is used for fine-tuning. Developed by Facebook AI, many state-of-the-art models trained on the Librispeech dataset and other multi-language datasets are available to use and deploy from Fairseq which is a sequence modeling toolkit also made available by Facebook (Baevski et al., 2020; Ott et al., 2019).

2.5.2 - DeepSpeech

DeepSpeech is an open-source speech-to-text engine provided by Mozilla which uses model trained on techniques based on the 2014 paper by Hannun et al. It is a end to end speech recognition system and as a result does not require hand-designed component to model speaker variation or background noise but learns it directly. This technique allows the model to be more robust to these effects than models previous and other state of the art systems. Phoneme dictionaries are not required. The model is an RNN that utilises multiple GPU’s and data synthesis techniques to gather a significant amount of
2.5.3 - seq2seq

seq2seq is a machine learning framework that is concerned with the training models to convert a sequence from one domain to another. This has been applied to speech recognition. They have become popular as they are able to fold acoustic, pronunciation and language models into a single network in comparison to traditional ASR systems that are composed of separate modules and as a result make training easier. Examples of seq2seq models include Recurrent Neural Network Transducer (RNNT), Listen, Attend and Spell (LAS), Neural Transducer, Monotonic Alignments and Recurrent Neural Aligner (RNA). Initially, their performance was not comparable to state-of-the-art speech recognition systems but recently have began to outperform them (Chiu et al., 2018).

Additionally, researchers have developed open-source toolkits to aid in the development and training of these models, two prominent toolkits, openseq2seq and Kaldi are discussed below:

1. Openseq2seq - In 2018 Kuchaiev et al. presented Openseq2seq for Nvidia. It is a TensorFlow based toolkit for training sequence to sequence models. It can handle a wide range of tasks such as neural machine translation, automatic speech recognition and speech synthesis. It has been shown to have benchmarks for speech recognition tasks give state of the art performance with less training time in comparison to other models (Kuchalev et al., 2018). Additionally, offers a library of widely used encoders and decoders and contains a large group of models for speech recognition including DeepSpeech2 and Wav2Letter+ (Kuchalev et al., 2018).

2. Kaldi ASR - Kaldi is an open-source toolkit developed by Povey et al. in 2011. It provides a speech recognition system that is based on finite-state transducers coupled with scripts and documentation for building a complete speech recognition system. Its core library includes supports for the modelling of arbitrary phonetic-context sizes, acoustic modeling with subspace Gaussian mixture models (SGMM), standard Gaussian mixture models, along with all commonly used linear and affine transforms (Povey et al., 2011).
Dysarthria is a motor speech disorder which is classed by the underlying neuropathology that causes it (Enderby et al., 2013), for example, ALS (Amyotrophic lateral sclerosis), Multiple Sclerosis, brain injury or tumor, stroke among many others. It is related to symptoms of laryngeal function, airflow direction, and articulation which cause difficulties of speech quality and intelligibility. Dysarthria can be split into six relevant groups: flaccid dysarthria related to lower motor neuron impairment, spastic dysarthria related to damaged upper motor neurons which are linked to the motor areas of the cerebral cortex, ataxic dysarthria which is mostly caused by cerebellar dysfunction, and hyperkinetic dysarthria and hypokinetic dysarthria, which is associated with a disorder of the extrapyramidal system. The final group is named as a mixed dysarthria and is caused by damage in more than one areas previously mentioned, resulting in an overlap of speech characteristics of at least two of the other groups (Enderby et al., 2013).

Dysarthric speech is distinctly different to normal or healthy speech and can be a barrier to communication. The severity of an individual’s Dysarthria can be measured by using standardised assessments such as the Frenchay Dysarthria Assessment which analyses the motor functions of its subject and Assessment of Intelligibility of Dysarthric Speech which analyses the intelligibility of words and sentences of its subjects along with their speaking rate (Rudzicz et al., 2010).

During the creation of the TORGO database for Dysarthric speech by Rudzicz et al. in 2010, they outlined the differences they found between the Dysarthric speech and normal speech collected in their research. They found dysarthric speech contained more mispronounced phonemes, in particular plosives phonemes (/p,b,t,d,k,g/ in the English Language), than in healthy speech. In addition, dysarthric speech contains a high prevalence of deleted affixes and plosives in final word positions which was not mirrored in the healthy speech data and took twice as long on average pronouncing vowels in comparison to healthy speakers. Furthermore, the greatest pronunciation difference was found between nasal consonants and the dysarthric speech was discovered to have a measurable amount of non speech noise such as glottal noise, repetition or noisy swallowing problems.
Collecting a fully representative Dysarthric speech dataset is difficult due to the many different types of Dysarthria and as the severity of the Dysarthria greatens, the length of time a person is able to speak for without fatigue or weakening in speech quality decreases. For this reason, many datasets of Dysarthric speech are very small, containing a small amount of participants, a small amount of source material that has been read from and will usually only focus on one type of dysarthria. Due to a lack of data and only a few publicly available datasets such as the TORGO Database (Rudzicz et al., 2012) majority of experiments have been performed on small local datasets built by universities.

With the rapid development of machine learning techniques over the decades discussed, the excitement of progress left little room to ensure artificial intelligence would be built with all users in mind. As most of these emerging technologies are built upon datasets, the contents of those datasets are of the upmost importance and these algorithms cannot function without them. Therefore, if there are underlying biases within the datasets, they will transfer over and affect these algorithms.

As speech recognition technology improved, researchers were highly interested in its application in assisting disabled users in their day to day life. In the 1980s, various researchers investigated the usefulness of speech recognition technology for disabled persons with normal speech for activities such as controlling a wheelchair. Into the 1990s, the use of this technology was explored for people with dysarthric speech. At the time researchers and clinicians identified two main reasons speech recognition technology could be beneficial for people with dysarthria; coupled with the use of a speech synthesiser, an ASR system could improve the intelligibility of dysarthric speech and make communication easier for those individuals. In addition, it could be used as a tool to improve the articulation accuracy of the dysarthric speaker, like speech therapy, where the system would be set up to give feedback on the quality of articulation (Patel, 2000).

At the time researchers and clinicians identified two main reasons speech recognition technology could be beneficial for people with dysarthria; coupled with the use of a speech synthesiser, an ASR system could improve the intelligibility of dysarthric speech and make communication easier for those individuals. In addition, it could be used as a
tool to improve the articulation accuracy of the dysarthric speaker, like speech therapy, where the system would be set up to give feedback on the quality of articulation (Patel, 2000).

Furthermore, Researchers realised that people with dysarthric speech may have additional physical disabilities that would prohibit or complicate their use of a keyboard. Without the use of a keyboard, the independence of these individuals is severely limited as they are unable to express or articulate themselves in writing, which may become a barrier to certain services or parts of society e.g.; academia. Before the availability of commercial ASR technologies, assisted communication for dysarthric speakers included the use of objects, pictures, alphabet boards, sign language among others as alternatives to speech. Other devices such as head pointer devices, sip and puff switches and scanning devices were also employed. These methods were found to be too slow and in some cases too onerous on the user, who by the nature of their disabilities could become fatigued easily. Moreover, these forms of communication were still too limiting, as many dysarthric speakers would still use speech to communicate emotion or to gain attention (Patel, 2000).

Researchers found success with Dragon Dictate systems in the nineties as a writing tool for users with moderate Dysarthric speech, reaching accuracy rates of 80% with the Dragon Dictate 1.01A. Though it was also found the better the intelligibility of the speaker, the training times would be less and the accuracy would be higher. This posed a problem for users with more severe forms of Dysarthria. Accuracy rates were variably and the required training time needed was much higher, which could put the technology out of reach from certain users who would fatigue quickly due to their condition. Despite this users with severe Dysarthria still wanted to communicate with speech recognition with its limitations. A study was conducted by Treiranus et al. (1991) to compare to access techniques, the traditional scanning method or speech recognition along with the scanning method. Out of the eight participants, seven preferred speech recognition along with the scanning method due to an increased rate of communication along with a decrease in fatigue when using speech as an input (Patel, 2000).
With the demand for a usable speech recognition system, researchers began developing techniques to try and improve accuracy for dysarthric speech. They recognised that as dysarthric speech had different characteristics than normal speech different approaches would have to be used. Research focused on speaker dependent models, which would capture the large variability between different speakers with different severities of dysarthria. Chen and Kostov (1997) built an ASR system that reached 90% accuracy on a very small vocabulary of 10 digits (zero to nine) with fifteen repetitions of each. HMM techniques were used to model the speech and MFCC (Mel frequency cepstrum coefficients) were employed to convert the speech samples into a time varying representation (Patel, 2000). Despite some progress, systems designed for users with severe dysarthria lagged behind those for users with normal speech. Hux et al. (2000) conducted a survey of the performance of three state-of-the-art speech recognition systems when dictating speech. While the control speakers with non-dysarthric speech achieved high accuracy rates, see figure 2.6.1, the accuracy rates for the dysarthric speakers, see figure 2.6-2, was significantly lower. The three systems reviewed were speaker dependent and required the participants to complete training exercises provided by the systems. For each system, five training sessions were performed (Probes), and in most cases the accuracy improved with each session. The researchers attributed the gap in performance to issues that arise with the intelligibility of dysarthric speech, such as slower rate of speech and the way the systems were set up to capture data, very long training times to achieve high accuracy which may be too strenuous for certain individuals with dysarthria (Hux et al., 2000). This paper also highlighted the need to address the needs of the individual when selecting an ASR system as dysarthria can be caused by a number of conditions which will dictate what each individual is capable of, for example discrete speech may be more suitable for certain individuals who take a long time to form sentences (Hux et al., 2000).
Pushing forward to modern times, as mobile devices have become a main staple in most peoples pockets and the integration of technology in general requires most members of society to have a basic level of computer literacy, accessible technology for users with disabilities is imperative so they can be fully involved with society. Unfortunately, with the pivot towards cloud based platforms for ASR, their usability for users with dysarthria has been mixed.

For a modern selection of ASR systems which are speaker independent, De Russis and Corno (2019) tested the usability of ASR cloud platforms for users with Dysarthria. Google Cloud Speech had the best results with an average WER of 59.81%, a WER of 16.11% for those with mild dysarthria, a WER of 78.21% for speakers with severe dysarthria yet for users with normal speech the WER was 3.95%. All systems tested very poorly with users with severe dysarthria with the number of sentences being transcribing...
correctly almost numbering to zero.

The cause of machine learning based ASR systems poor performance in recognising dysarthric speech can be attributed to the lack of dysarthric speech data available (Jiao et al., 2018). There are very few datasets available of an adquate enough size for training such as the TORGO database, Nemours database and the UA speech dataset (Jiao et al., 2018; Kim et al., 2008).

Fortunately companies and researchers are taking action to improve these accuracy rates. In 2019, Google announced they would be recruiting people with speech disabilities to donate speech samples. They have partnered with two non profit organisations, ALS Therapy Development Institute and ALS Residence Initiative, to obtain speech samples from individuals with ALS. They aim to use these samples to help build a model that can understand ‘impaired speech’. They cite lack of data for why an algorithm like this hasn’t been built before (The ASHA Leader, 2019).

2.7 - Bias in Machine Learning and Active Inclusion

The World Economic Forum (2018) defined Active Inclusion as ‘The development and design of ML applications must actively seek a diversity of input, especially of the norms and values of specific populations affected by the output of AI systems’.

There is discrimination and lack of fairness and in the world and this has sometimes transferred over into algorithms (World Economic Forum, 2018). Due to the data driven nature of AI systems, if the dataset used to train a system contains biases, it will learn these biases and include them in its predictions. In some circumstances, depending on the algorithm, these biases can become amplified. In addition, algorithms by design can display biased behaviour even if the data does not contain any biases. The outcomes of these biases in the real world can perpetuate them further, help inform users descisions and cause biases to appear in data for training algorithms in the future (Mehrabi et al., 2021).
There are many kinds of bias. For the context of this literature review, the bias experienced by disabled users will be focused upon.

Disabled people are considered a minority group in society, therefore even when datasets are created from a representative pool of people, minority groups only make up a small amount of the dataset. Therefore the data its its nature becomes imbalanced. This imbalance becomes an issue in the context of machine learning as these minorities can be ignored by models and then lead to poor performance with the classification of these minorities (Trewin, 2018).

Additionally, disabled people can be cautious to release their sensitive information due to fear of discrimination (Trewin, 2018). Therefore, datasets can become unrepresentative due to an expectation of discrimination. Additionally, in Europe, new GDPR laws that enforce anonymity of data can potentially cause bias against disabled people as the explicit information about disability that can be passed on to the algorithms to apply fairness tests and corrections is not accessible (Trewin, 2018). Therefore, the handling of the data of disabled people must be executed differently to those who are not disabled. In some cases, the inclusion of too many categories in a training dataset can affect performance and it must be assessed whether disabled persons require a system of their own (Trewin, 2018).

Under the definition of Active Inclusion, it is integral to include disabled persons in the designs of machine learning systems. It must also be discussed with developers and disabled users whether a pure machine learning approach is appropriate to solve issues of bias. The datasets must be evaluated for possible data patterns that may not interact well with a machine learning algorithm and establish the proper fairness technique to deal with outliers in the dataset (Trewin, 2018).

There have been some developments in developing toolkits to mitigate bias in machine learning. In 2002, the SMOTE algorithm was proposed to tackle this issue (Fernandez et al., 2018). This algorithm used a oversampling approach to rebalance datasets which employs synthetic examples as its main tool. The new data is created by interpolating between several minority class instances that are within a defined neighborhood (Fer-
nandez et al., 2018). In this way, the algorithm focuses on the values of the features and their relationship rather than just the data samples as a whole (Fernandez et al., 2018).

Furthermore, Bellamy et al. (2018) produced the AI Fairness 360 toolkit for IBM. This toolkit contains a multitude of algorithms designed to mitigate various types of bias and fairness metrics to evaluate bias in models and datasets.

2.8 - Datasets for Speech Recognition

The topic of datasets for speech recognition can be a controversial one. With the curation of a dataset, there is always the potential for exclusion. In the context of speech recognition, who is included and how the samples were captured have a huge impact on the functionality of the system.

In the early years of speech recognition, systems could only handle isolated words or phonemes. In 1952, Bell Labs created the first complete speech recogniser, which could recognise 10 digits from a single speaker, therefore the requirement for vast and detailed datasets was a long way off. As the technology improved, the size of the datasets grew to push progress further (Anusuya & Katti, 2009).

Initially, speech datasets where very small and select but as the capability of speech recognition systems increased, there became a demand for a large standardised speech dataset to further research and for comparison between systems. Therefore, MIT, TI, and SRI jointly created the TIMIT corpus and was published in 1988. The dataset contained a total of 6,300 sentences from 639 speakers, representing over 5 hours of speech material. Before the takeover of the internet by big tech giants such as Google, gathering datasets of this nature was a very time consuming task. The creators of the database designed TIMIT to balance “utility and manageability” and held small samples of speech from American speakers of different sexes in eight different dialects recorded in a number of different environs. For this reason it is widely used in a vast amount of speech recognition research (Garofolo et al., 1992).

With the advent of big data, and the superabundance of information and me-
dia available from the internet and the corresponding internet of things, the ability to capture large amounts of speech data was capitalised.

Panayotov et al. (2015) published the Librispeech corpus, which was derived from the Librivox project, a group of worldwide volunteers who read and record texts in the public domain and publish them as audiobooks for free to download from their website and digital libraries hosted on the internet. The dataset contains over 1000 hours of speech sampled at 16 kHz and is in MP3 compressed format. DNNs trained on this corpus achieved promising WER rates.

2.8.1 - Defining Datasets

Parameters of Interest for Speech Datasets:

Intra-speaker variability consists of variable speaking rate, changing emotions or other mental variables and environmental noise.

Inter-speaker variability consists of differences that occur due to the individual variability in vocal systems involving source excitation, vocal tract articulation, lips and/or nostril radiation.

The acoustic environment the samples are recorded in are also vital in categorising a dataset for purpose. They are either recorded in noise free environments or with environmental noise from a home or office environment for example.

Inter-speaker variability is particularly relevant and important to the context of this literature review. What does and does not get included in a dataset intended to train a speech recognition system informs what people it will be able to interact with. There are many variables to be considered, for example, how old are the people sampled in the dataset. Usually, the vocal chords of children are shorter and lighter than the vocal chords of adults causing the fundamental and resonant frequencies to be higher and therefore, causing a greater range of spectral variability (Yu et al., 2021). Furthermore, the accent and its corresponding dialect and vocabulary can also affect ASR performance.
Futhermore, the accent and its corresponding dialect and vocabulary can also affect ASR performance depending how much it differs from the training data (Koenecke et al., 2020).

In the past, when datasets were being curated, not many of these factors were taken into account. With the rise of awareness around fair A.I. and inclusivity, more representative datasets are being created. The IEEE Spoken Language Technology Workshop held a challenge in 2021 for the improvement of children's ASR by releasing a large dataset for benchmarking. In addition, in 2020, a similar challenge was enacted for accented English by Interspeech. By providing more inclusive datasets to researchers, it gives great potential to improve the robustness of ASR systems. To allow speech data, in all its forms to be open source is problematic. A corpus like Librispeech is easy to legitimise logistically, the participants willingly donated their data to the project and the content that they are reading from is within the public domain. Trying to capture unscripted speech, for example, is far trickier as for it to be truly unscripted it has to be of a sensitive and private nature to the speaker. With the introduction of GDPR by the EU, there are much more constraints on the collection and dissemination of data by individuals and institutions. Therefore, it becomes harder to collect and allow for speech datasets to be made open source (Trewin, 2018).

Dysarthric speech falls under the problem of lack of representation within speech datasets. There are very few datasets with dysarthric speech available to the public, and those datasets are relatively small with only a small range of dysarthric severity and a smaller range of utterance style and approach (Jiao et al., 2018).

2.9- Preprocessing for Speech Recognition

The preprocessing of speech has been successful in improving the robustness and accuracy of hearing aids, mobile communication and speech recognition systems. Preprocessing of speech for ASR systems is known as Speech Enhancement. In general, speech enhancement deals with the improvement of degraded speech signals by reducing noise. In this context, it is assumed the noise is additive and the noise characteristics change very slowly in comparison to the signal (Chaudhari & Dhome, 2015).
Speech enhancement techniques can be classified by the number of microphones employed, either single channel, dual and multi-channel. Multi-channel speech enhancement provides the best performance of the three yet due to the convenience of single channel, a significant amount of research is pursued in its direction (Chaudhari & Dhonde, 2015).

The types of noise that can affect speech signal include periodic noise, wide band noise, interfering speech and impulsive noise. Each has different algorithms and methods available to try lessen their effect. Traditional techniques include:

Periodic Noise Removal

Techniques to remove periodic noise include stationary filters, adaptive filters and or transform domain filters. Stationary filters involves a group of notch filters, like T-filters, which act as a comb filter to remove the noise. Adaptive filters use a forward prediction error as an inverse filter which will attempt to remove the noise. Finally, the transform domain filter technique exploits the ability to be able to observe and manipulate periodic noise in the transform domain (Chaudhari & Dhonde, 2015).

Wide Band Noise

Wide band noise can be mitigated by Spectral Subtraction (SS) and adaptive cancellation. Spectral subtraction estimates the noise spectrum and subtracts it from the noisy spectrum. This is achieved by obtaining the magnitude spectrum, which is the square root of the original signal spectrum, and combining it with the phase of the noisy signal. The signal is then gathered using the Inverse Discrete Fourier Transform (IDFT).

Adaptive cancellation removes noise by using an impulse response which must cause the filtered channel noise to match the signal noise and therefore can be tuned to remove it. The coefficients are continuously updated until the signal outputs noise is at a minimum (Chaudhari & Dhonde, 2015).
Interferring Speech

Speech enhancement is not optimal in the case of two speech signals interferring. Pitch separation is sometimes employed to try isolate voices, this is achieved using tracked voiced segments. Additionally, a comb filter can be used to recover the voice of interests harmonics if the pitch value is known, the same is true for the transform domain technique. With the assumption of pitch values for each speaker, a discrete fourier transform (DFT) can be employed to trace the harmonics of the fundamental frequencies of each speaker. If it is possible to isolate the DFT outputs, then an IDFT is taken to recover the individual voice of interest (Chaudhari & Dhonde, 2015).

General Adverserial Networks

Furthermore, in recent years, GANS, general adversarial networks, have been employed for speech enhancement to improve the robustness of speech recognition.

GANS are an unsupervised generative models which learn to create convincing samples from a dataset from low-dimensional, random latent vectors (Donahue et al., 2018). They are composed of two models, a generator and a discriminator, which are played off each other in an adversarial framework. The generator maps latent vectors taken from a selection of samples known prior which the discriminator decides is real or fakes (Donahue et al., 2018). In 2018, Donahue et al. showed GANS were useful in removing reverberant noise. They achieved this by using a refinement of the SEGAN method, FSEGAN. The noisy speech samples were converted from the time domain into time frequency spectral representations which were then fed into the fully convolutional generator in second long windows which enhances the noisy spectra. The discriminator then decides if they original or enhanced samples are real or fake. Through this, the model is then trained to output clean speech. Their results were positive but did not exceed results achieved by using multi-style training, which is training with multiple speech styles and quality of recording. With the implementation of FSEGAN and multi-style training the WER increased slightly, still an improvement overall, but the authors hypothesise that this may be due to artifacts left by the enhancement process.
2.10 - General Adversarial Networks and Speech Recognition

General adversarial networks have been shown to be useful in the domains of speech conversion and speech synthesis (Jiao et al., 2018; Donahue et al., 2018). There applications and architecture are discussed here for the context of improving the intelligibility of dysarthric speech.

GANS or General Adversarial Networks originate from the zero-sum game in game theory. This is defined as a game where the gains of one opponent is bound to bring loss to the other opponent, where the gains and losses add up to zero (Cheng et al., 2020). In the context of a GAN, a discriminator judges samples created by a generator and tries to distinguish whether it is authentic or false. As the images created by the generator become more realistic, it becomes more difficult for the discriminator to distinguish between the two. Furthermore, early on in training, it is easier for the discriminator to identify poor quality samples as false. Eventually, an equilibrium is reached in the game known as the Nash equilibrium, which is a strategy for both opponents to maximise their own interests within the game. This process is a main component of GANS (Cheng et al., 2020).

Additionally, the generator does not have direct access to the authentic images and can only learn through interacting with the discriminator, only the discriminator has access to both the synthetic and real samples.

2.10.1 - Training General Adversarial Networks

When training GANS, parameters that maximise the classification accuracy of the discriminator and parameters that maximise the confusion to the discriminator are found. In figure 2.9-1, the training cost function is depicted.

\[
\max_{\mathcal{G}} \min_{\mathcal{D}} V(\mathcal{G}, \mathcal{D}),
\]

where

\[
V(\mathcal{G}, \mathcal{D}) = \mathbb{E}_{p_{\text{data}}(x)} \log \mathcal{D}(x) + \mathbb{E}_{p_{\text{G}}(x)} \log (1 - \mathcal{D}(x)).
\]
While training the parameters of one model are updated while the parameters of the other are fixed. It follows that the generator, G, is at optimum when the discriminator predicts 0.5 for all samples drawn from x. Preferably, the discriminator will be trained until its optimum point in tandem with the current generator, which after this point is updated. Though in some circumstances it may be trained for a small number of iterations and then updated alongside the discriminator. In this instance a non saturating training criterion would be used for the generator, which replaces $\min_g \log(1-D(G(z)))$ with $\max_g \log D(G(z))$ (Creswell et al., 2018).

Unfortunately, training GANS can be challenging. It can be difficult to get the pair of models to converge, the generative model may collapse due to having similar samples as inputs and the discriminator model loss may converge too quickly to zero which affects the gradient updates of the generator (Creswell et al., 2018).

2.10.2 - General Adversarial Network Architectures

Fully Connected General Adversarial Networks

A GAN architecture that uses a fully connected neural network for both generator and discriminator models. This type of GAN was useful for small, uncomplicated
datasets (Creswell et al., 2018).

**Convolutional General Adversarial Networks**

In traditional neural network architecture, previously mentioned, each layer is mapped to the next by an activation function. The disadvantage of fully connected layers is that the model can become affected by a large number of parameters such as weights, slow training convergence and poor generalisation effect. One solution to this is Convolutional neural networks or CNN, which is a feed forward neural network with convolutional calculation. It uses the back-propagation algorithm to train its weights and in turn obtain classification results. Like the usual NN structure, CNNs have a convolutional calculation. It uses the back-propagation algorithm to train its weights and in turn obtain classification results. Like the usual NN structure, CNNs have a input layer, hidden layer and output layer. The hidden layer consists of a convolutional layer, pooling layer and full connection layer. Weights are shared from the convolutional layer and this helps to mitigate the issue of poor training efficiency due to overbearing amounts of parameters in NNs (Cheng et al., 2020).

CNNs were successful in supervised learning but were under utilised in unsupervised contexts. This changed with the introduction of DCGAN by Radford et al. in 2015 and allowed for unsupervised feature extraction from images. In this particular model, the fully connected hidden layer was removed to allow training to be more efficient. Additionally, the activation functions for the generator, ReLU, and the discriminator, Leaking ReLU are altered. Furthermore, the tangent h function is used for the output of the generator to better fit the pixel range (Cheng et al., 2020).

**Conditional General Adversarial Networks**

Conditional GANs have a generator and discriminator which are class conditional. With this they have the ability to provide better representations for multi modal data generation (Creswell et al., 2018).

**General Adversarial Networks with Inference Models**
In their initial iteration, GANs did not have the ability to map a given observation, x, to a vector in latent space, this is known as an inference mechanism. Solutions like adversarially learned inference (ALI) and bidirectional GANs have been proposed. They allow for a simple yet useful extension which provides an inference network which a discriminator can analyse in joint pairs. In this context, the generator is composed of two networks, the inference network or encoder and decoder. Therefore, the discriminator receives pairs of vectors to distinguish whether they are an authentic tuple consisting of genuine image samples and their encoding or fake samples and their corresponding latent-space input to the generator. This model is thought of as a reconstruction. Usually, the constancy of the reconstructed data synthesised using this framework is low. Their constancy is hypothesised to be improved upon with an additional adversarial cost on the samples and their reconstructions (Creswell et al., 2018).

Adversarial Autoencoders

Autoencoders are networks which are composed of an encoder and decoder. They learn to map data to internal latent representations and back out again. They learn a mapping from both the encoder and decoder, these two mappings are then composed to reconstruct an image as close as possible to the original image. They are thought to be similar to perfect-reconstruction filter banks that are common in image and signal processing (Creswell et al., 2018).

2.10.3 - GANS vs traditional signal processing

GANS differ from traditional signal processing techniques such as PCA, ICA, Fourier, and wavelet representations due to the complexity their models can reach while mapping vectors from latent space to image space. This complexity is possible due to the non-linearities of the generator networks of which can almost be of any random length (Creswell et al., 2018).

2.10.4 - Latent Space

Like neural network models such as word2vec and VAE (Variational Autoencoders)
GANs model their own representations of data they are presented with and produce structured geometric vector spaces for different domains. Usually, the data is mapped to a vector space which has smaller dimensions than the data itself, therefore it must find novel structures in the data and represent it efficiently. The representations of this data at the inception end of the generator can be highly structured and could support high level semantic operations. Additionally, certain GANs have an additional encoder which supports inverse mapping. This gives GANs the ability to develop and explore concept vectors within its latent space. For example, when analysing images, this could be a facial expression. These vectors can then be applied to scaled offsets within the latent space to direct the actions of the generator (Creswell et al., 2018).

2.10.5 - Applications of General Adversarial Networks

The potential for the application of GANs is vast. They are particularly adept when dealing with image data. DCGAN has been used for image classification, LAPGAN has been used for image synthesis, CycleGAN and pix2pix models have been used for image to image translation and finally SRGAN has been used for heightening the resolution of low resolution images (Creswell et al., 2018).

In the context of speech processing, the application of GANs is highly promising but has a lot of groundwork still to be covered in comparison to the amount of research conducted on images. Research has shown success when using raw audio and its visual representations to GANs for synthesis. Donahue et al. (2019) investigated the validity of using waveforms and spectrograms for generating one second slices of audio with GANs. The spectrogram iteration, called SpecGAN, adopted an representation that allowed for approximate inversion and bootstrapped the two dimensional deep convolutional GAN framework. Meanwhile the waveform iteration, WaveGAN, flattens the DCGAN architecture into one dimension which resulted in a model with the same amount of parameters and numerical operations as its two dimensional analog counterpart. This in turn has provided a way for other image generation methods to be applied to waveforms.

In adapting GANs for audio, Donahue et al. use PCA to illustrate the intrinsic differences between images and audio. The principal components of images consist of inten-
sity, gradient and edge characteristics meanwhile audios form a periodic basis which degrade the audio into constituent frequency bands. It follows that they are more likely to show periodicity than image and as a result correlations span large windows. This informs the size of the filters with receptive fields required to process audio. Both these techniques could also extend to classification and speech preprocessing.

2.11- Recent Advancements in Automatic Speech Recognition for Dysarthric Speech

With the advent of awareness about fairness and active inclusion within the development of artificial intelligence, there has been a wealth of research over the last decade in improving ASR systems for speakers with dysarthria. There have been many avenues perused, from the preprocessing of data to the use of General Adversarial Networks.

There has been a rich bank of research gathered to discover and improve pre-processing techniques to improve the intelligibility of Dysarthric speech. Tolba and El-Torgoman(2009) displayed improvement in recognition accuracy by modifying the first and second formants, which are considered more fundamental than the others, of words spoken by dysarthric speakers. Rudicz (2011) proposed further techniques to alter dysarthric speech including splicing to correct dropped and inserted phoneme errors, morphing the speech in time to bring in to the rate of normal speech, altering the frequency of vowel formants to tackle the hyper-nasality of dysarthric vowel pronunciation and finally by adapting a voice transformation system by Kain et al. (2007). Although the voice transformation gave poor performance, the splicing technique gave the highest improvement in accuracy and highlighted the importance of lexically correct phoneme sequences.

Moreover, Chen et al. (2018) developed a Gated Convolutional-based Voice Conversion System to improve the intelligibility of dysarthric speech. This CNN model was trained with parallel dysarthric speech and target healthy speech and then deployed to alter the dysarthric speech samples which averaged an improvement in recognition accuracy from 17.1% to 81.0%.
Furthermore, Hetsugi et al. (2020) proposed a method for “phonological control of vowels using a standardized space to control vowels in the normalized articulation space, normalized for speaker individuality”. This was achieved by analysing the formant frequencies of the inputed dysarthric speech, these formant frequencies are then mapped to a normalised articulation space that the individual differences of vocal tract length for each speaker and finally the initial speech samples are synthesised with the newly made formant frequencies from the normalisation phase.

Additionally, there has been a wealth of research in recent times in using CNNs samples to train with, as the greater the amount of samples, the greater the chance of improving accuracy (Jiao et al., 2018). Vachani et al. (2018) proposed a solution to the lack of available datasets for dysarthric speech by altering healthy speech to hold the characteristics of dysarthric speech, specifically the speed and tempo. An overall improvement of 4.24% and 2% was achieved in comparison to training with healthy speech data alone.

Additionally that year, Jiao et al. (2018) attempted to mitigate this issue for clinical applications by simulating dysarthric speech. This was orchestrated through adversarial training, where a GAN used both generative and discriminative models to transform healthy speech samples to have similar spectral features to dysarthric speech. Also, the pitch and speed of the normal speech was altered to mimic dysarthric speech. The generated speech was found to be acoustically and spectrally similar to actual dysarthric speech but has yet to be deployed on a large scale machine learning ASR system.

Furthermore Hu et al. (2021) also attempted to bolster the amount of Dysarthric speech data available by generating synthetic samples. This was achieved by altering various deep learning based text to speech generators configurations and adapting them using transfer learning. The models were pre-trained with normal speech data and then experimentation was carried out on freezing the layers to preserve the skills learnt in order to then retrain with dysarthric speech. By using this simulated speech data in training, a improvement of 5.6% in word recognition accuracy was achieved although no difference in accuracy occurred when recognising mild dysarthric speech.

It is difficult to compare the results of the three different attempts of synthesis-
ing dysarthric speech as they all utilise different datasets with different vocabularies of various sizes. In addition, as the datasets differ, the metric for measuring accuracy changes (WER (word error rate) vs WRA (word recognition accuracy)) making the comparison of performance difficult. According to Hu et al. (2021) their configuration has an advantage over that proposed by Jiao et al. as their use of GANs which can be more troublesome due to issues with non-convergence. Additionally, Jiao et al. (2018) method requires healthy speech samples to be manually added to be converted while Hu et al. generate their own samples. Meanwhile, Hu et al. also claim that the pre-processing effects applied by Vachani et al. (2018) requires more testing on a larger vocabulary of diverse words and phonemes to prove the alterations can capture the wide range of characteristics of dysarthric speech.

To date, the most successful implementations of ASR systems for users with dysarthric speech have been isolated word ASR models and conventional ASR algorithms, such as artificial neural networks (Shamiriri & Binti Salim, 2014). Despite recent research being successful in recognising small vocabularies of dysarthric speech, there has been no large-vocabulary dysarthric speech recognition system available yet (Zaidi et al., 2021).

Most dysarthric speech recognition systems in use today are built on statistical approaches such as HMM which models the sequential structure of speech signals. These HMMs are usually based on GMMs (Gaussian Mixed Models) which are regarded as the optimum statistical representation of the spectral distributions of speech waveforms. This probability based modelling remains effective when it is joined with flexible time dimension representation of uncertainty and may be useful in the context of dysarthric speech synthesis. Unfortunately, it is not suitable in the deployment of dysarthric speech recognition as it requires a large amount of speech data to become robust which the pool of dysarthric speech sets available is very small (Zaidi et al., 2021).

Based on these challenges, research has pivoted towards Deep Neural Networks as a possible solution, of which convolutional neural networks (CNNs) and long short-term memory (LSTM) networks have been shown to be very promising. In a performance comparison of DNN architectures to date for dysarthric speech recognition by Zaidi et al. in 2021, the performance of various auditory based input features, models (HMM-
GMM, CNN, LSTM) and activation functions were all analysed and weighed. The CNN architecture was shown to be the most successful, and was robust enough even with very severe cases of dysarthric speech. It demonstrated its capability in the context of a speaker-dependent application, in the capture of timing artifacts and is suitable as a robust recogniser of dysarthric speech.

Moreover, the best audio based input parameter was found to be Perceptual linear prediction (PLP) over Mel-frequency Cepstral coefficients (MFCCs) and Mel-frequency spectral coefficients (MFSCs). The optimum activation function for the CNN model was shown to be the Poly1ReLU which as a polynomial activation function, learns nonlinearity and approximates continuous real values of input data in order to provide the best discriminative model.

In 2021, Shahamiri et al. developed an end to end deep learning based dysarthric speech ASR system called Speech Vision. Improving on previous attempts to date, Speech Vision tries to recognise the shape of a word spoken from dysarthric speakers by converting them into a visual feature representation, voicegrams, instead of trying to recognise phonemes. This ensures the model is more robust to the nature of variable phonemes associated with dysarthric speech and the difficulty of labeling them. The shape of the words was learnt by the model using transfer learning. First the model is training on normal speech representations, neuron freezing is then employed and the model is retrained on dysarthric speech. They also created synthetic voice data using text-to-speech generators to boost the amount of training samples available. Speech Vision achieved a WRA 61.11% just using dysarthric speech and 64.71% with using dysarthric speech along with synthetic speech samples. The study was limited by the production of the synthetic data as they could only produce one additional sample per word for each speaker.

2.12- Conclusion

There is still much groundwork to cover in the development of a robust LVCSR (Large Vocabulary Continuous Speech Recognition) system for individuals with dysarthria.
There is an argument to be made that a continuous speech recognition system maybe unsuitable for certain individuals with dysarthria who may find it easier communicating with single words due to the fatigue they may suffer from speaking at length (Hux et al., 2000). It could be investigated if ASR systems should be tailored in this instance to single word communication. Additionally, ASR systems developed for dysarthric speech tend to have higher word recognition accuracy when focusing on single words. It would be imperative that there would be survey conducted to assess what these individuals would prefer and what would suit their particular needs best and for what context.

Furthermore, a recurrent theme among the majority of papers reviewed within this literature review is a lack of dialogue between researchers and Dysarthric individuals. For a task that is attempting to stop these individuals from being ignored by advancements in technology it is unusual that they are not included in these conversations. There is little to no information on what users with Dysarthric speech would be looking for from an ASR system (Cave & Bloch, 2021), which could impede a fully functioning systems design and deployment in the future (World Economic Forum, 2018).

Moreover, lack of data is continuously cited as a roadblock in the creation of an ASR system for dysarthric speakers. To date there is still no publicly available substantially large enough dataset to allow for the progression of the technology and importantly, to be able to benchmark and compare approaches (Jiao et al., 2018).

Finally, experimentation with GANs to create dysarthric speech and to augment it is still only beginning. As most experimentation has adapted normal speech to dysarthric speech, these synthetic samples still haven’t completely reached the authenticity of the samples they are mimicking. GANs require large amounts of data and could be potentially held back by the requirement for data in pairs for style transfer tasks like voice conversion. New emerging techniques such as ‘CycleGAN’ could useful, to allow for more data to be used by disregarding paired utterances.
CHAPTER THREE: EXPERIMENT DESIGN AND METHODOLOGY

3.1 - Introduction

The experimentation in this chapter looks to evaluate if enriching training datasets with dysarthric speech for a wav2vec2.0 model improves its performance with dysarthric speech and if using GANs for style transfer can improve the intelligibility of dysarthric speech by converting the speech style to normal speech. Additionally the experimentation will investigate if using models trained with a single language or multiple languages has an effect on performance.

The rationale of all the experiments is based on the main issue identified in the literature in chapter two, the lack of available dysarthric speech data. Experiment five, transfer learning with the wav2vec2.0 model attempts to try enrich the training dataset with dysarthric data. While experiment six, addresses the issue of the lack of data by trying to improve the intelligibility of the dysarthric data to try mitigate the issue.

3.1.1 - Requirements from Literature Review

From the findings of the literature review, in order to experiment to improve the performance of an ASR system with dysarthric speech, a model must be selected. The main issue that affect accuracy was identified as lack of representation of dysarthric speech within machine learning speech training datasets. In order to try increase the representation, more data samples are required. Without access to more dysarthric data due to a lack of availability, machine learning techniques such as enriching datasets and pre-processing to try and increase representation and reduce bias must be employed.

3.1.2 - Chapter Overview

This chapter details all experiments involved with improving the accuracy of an automatic speech recognition system in recognising dysarthric speech. Detailed descriptions of the datasets, model frameworks are discussed as well. This is then followed
by rationale for the two different approaches in experimentation to try and improve accuracy.

The first set of experiments involve comparing a wav2vec2.0 model trained on the English language alone against a wav2vec2.0 model trained on multiple languages. Both the dysarthric speech samples and their matching normal speech control speakers were tested to obtain word error rates for comparison.

The fifth experiment attempts to use transfer learning to retrain a wav2vec2.0 model with dysarthric speech samples to try and improve the WER obtained in the previous four experiments.

The sixth and final experiment uses CycleGAN-VC-2 (Kaneko et al., 2019) to convert dysarthric speech samples to the speech style of normal speech to try and improve the dysarthric speech’s intelligibility. The speech will be tested on the wav2vec2.0 multi-language model to compare WER results.

3.1.3- CRISP-DM

This chapter follows the CRISP-DM methodology, which was released in 2000 and has become an industry standard for data science projects. It consists of a six step process model from business understanding to deployment (Schröer et al., 2020). A brief overview is detailed below:

1. Business Understanding - The project is assessed to gather an overview of all available and required resources. The main goal of the project is identified along with the model type and success criteria. A project plan is also created (Schröer et al., 2020).

2. Data Understanding - Data is collected for the project from data sources and is assessed and explore to ensure it is of adequate quality (Schröer et al., 2020).

3. Data Preparation - Data is then selected by a inclusion and exclusion crite
ria. Data cleaning is applied to data of bad quality. Depending on the project, attributes may have to be derived from the data (Schröer et al., 2020).

4. Modelling - Informed by the data and project problem, modeling techniques and parameters for the model are chosen. The assessment of the model is chosen by evaluating all evaluation criteria and selecting the most suitable (Schröer et al., 2020).

5. Evaluation - The results are then evaluated in respect to the project problem and objectives. Based on this evaluation, further actions will be decided. At this stage, the entire process is reviewed in general (Schröer et al., 2020).

6. Deployment - When the project is considered complete, its deployment is planned along with its maintenance and a plan for monitoring its performance (Schröer et al., 2020).

Figure 3.1.3-1. CRISP-DM Lifecycle. Reprinted from “CRISP-DM Twenty Years Later: From Data Mining Processes to Data Science Trajectories”, by Martínez-Plumed et al., 2021, IEEE Transactions on Knowledge and Data Engineering, 33(8), 3049. Copyright 2019 by IEEE.
3.2 - Project approach and design

The improvement of dysarthric speech with ASR systems is a multi-faceted problem not only in a technical sense but in an ethical sense also. For decades representation in speech datasets for training ASR systems has been very poor. In addition to lack of representation for people with dysarthria, children’s speech and speech of people with a non-native accent has also been neglected (Yu et al., 2021; Shi et al., 2021). As a result research has pivoted to two approaches to tackle the issue of lack of data. Firstly, Preprocessing techniques to improve the quality and intelligibility of dysarthric speech to increase accuracy with ASR systems pre-trained on normal speech (Rudzicz, 2011; Rudzicz, 2013; Chen et al., 2020). Secondly, artificially trying to boost the amount of data available by creating synthetic data samples using General Adversarial Networks (Jiao et al., 2018; Hue et al., 2021; Shahamiri, 2021; Harvill et al., 2021).

Wav2vec2.0 was decided as model framework for these range of experiments over other current popular frameworks such as DeepSpeech and Seq2Seq due to its high performance by training on large amounts of unlabeled raw audio and fine-tuning on small amounts of labeled data (Baevski et al., 2021). The model achieved a 7.9% WER (“other” dataset which includes inaccuracies) training on only 10 minutes of labelled data (Baevski et al., 2021). This is advantageous for training with dysarthric speech as there isn’t a large amount of labeled speech data available. It was a considered decision to choose a pre-existing model rather than training from scratch. Since the landscape of ASR has pivoted towards very large datasets and deep learning (Malik et al., 2021), dysarthric speech can be left behind due to the aforementioned lack of data. There is a limit to how well a DNN model can be trained to perform with these small representations of dysarthria. Therefore, to integrate dysarthric speech recognition with the most up to date and successful ASR models, the use of pre-existing models is required.

Additionally the chosen frameworks for this set of experiments is dictated by the quality of hardware available.

The purpose of these experiments is to determine whether a preprocessing approach
or model adaptation via transfer learning or both is optimal in improving the wav-2vec2.0 model in recognising dysarthric speech (the reduction of the WER for dysarthric speech).

3.2.1 - Research Questions

Does employing transfer learning by retraining a Wav2Vec 2.0 model with dysarthric speech samples improve its WER when recognising Dysarthric speech?

Does a model trained on multiple languages rather than a single language model improve the WER when recognising Dysarthric speech?

Can using GANS for speech style transfer improve the intelligibility of Dysarthric Speech Samples when been recognised by a Wav2Vec2.0 model trained on normal speech?

3.3 - Dataset description and Understanding

All experiments conducted make use of either or both the Librispeech ASR corpus and the TORGO Database (Acoustic and articulatory speech from speakers with dysarthria). The Librispeech dataset is composed of speakers reading from audiobooks from the public domain from Project Gutenberg. Specifically, the recordings originate from the Librivox project, where individuals volunteer to read texts for free. It boasts 1000 hours of speech audio sampled at 16kHz. The dataset has been carefully constructed ensuring there is an equal balance between speaker gender and that no speaker overlap occurred between training, development and test sets, ensuring that each sample is attributable to a single speaker. The audio in the Librispeech dataset passes through two alignment stages. The first involves using the Smith-Waterman alignment algorithm to determine the best alignment between the audio and its corresponding text. Then the audio is split into 35 seconds or less using a dynamic programming algorithm and is only split if the silence exceeds 0.5 seconds to ensure confidence in each piece of split audio. The second alignment stage entails removing segments carried over from the first stage which may be inaccurate. Inaccuracies include mistakes in Project Gutenberg texts, reader-introduced insertions deletions, substitutions and transpositions, and involuntary disfluencies.
Two versions of the dataset exist, one clean dataset with all inaccuracies removed and a second “other” dataset which retains all inaccuracies. In the context of research dealing with the dysarthric speech, the “other” dataset is used for all experiments as speech data with inaccuracies is more likely to have similar acoustic properties to dysarthric speech, than clean normal speech. Furthermore, the speech samples are then split further with two different approaches. The training data is split if there is silence interval exceeding 0.3 seconds and for the test data the samples were only split at sentences breaks, which is more intuitive for language modeling (Panayotov et al., 2015).

It is important to note the content within the Librispeech dataset which primarily contains texts from the 19th and 20th centuries which may be semantically different from modern speech and may influence the performance of models trained on it (Panayotov et al., 2015).

The TORGO dataset is a collection of speech samples and 2D and 3D articulatory features from dysarthric speakers who have either cerebral palsy or amyotrophic lateral sclerosis. These particular types of dysarthria were selected for this database as they are the two most common causes of speech disability (Rudzicz et al., 2010).

Therefore, the experiments discussed in this chapter will only deal with the recognition improvement of this specific type of dysarthria. The dataset consists of samples from seven individuals with dysarthria, four male and three female, all with cerebral palsy bar one participant with ALS. All the acoustic data in this dataset was collected through two microphones, the first being an Acoustic Magic Voice Tracker array microphone which uses amplitude information to locate the speaker within a range and mitigate noise by spatial filtering and typical amplitude filtering. This audio was recorded at 44.1 kHz. Meanwhile the second microphone was a head mounted and recorded audio at 16 kHz. Although the audio recordings from the first microphone are of better quality, it is necessary to use the audio from the head microphone as it has the same sampling rate as the samples from the Librispeech dataset in order to be able to draw comparison during the experiments. For certain participants, there were multiple recording sessions as people with dysarthria may fatigue quicker due to their medical conditions which may affect the quality of the recordings. Though it may be argued that it could be useful to capture fatigued dysarthric
speech to have a more representative dataset, only speech from well rested participants is included (Rudzicz et al., 2010).

The prompts used for the participants consist of non-words, short words, restricted sentences and unrestricted sentences. The non-words consist of plosive consonants in the presence of high and low vowels and high and low pitch vowels, which hold specific dysarthric speech characteristics such as the hyper-nasality of vowel sounds. The short words consist of various selections such as 50 words from the word intelligibility section of the Frenchay Dysarthria Assessment, 360 words from the word intelligibility section of the Yorkston-Beukelman Assessment of Intelligibility of Dysarthric Speech, the 10 most common words in the British National Corpus, phonetically contrasting pairs that affect intelligibility and repetitions of English digits such as ‘yes’ or ‘no’. The restricted sentences include 162 sentences from the sentence intelligibility section of the Yorkston-Beukelman Assessment of Intelligibility of Dysarthric Speech, 460 TIMIT-derived sentences used as prompts in the MOCHA-TIMIT database, “The Grandfather passage” and curated phoneme dense sentences such as “The quick brown fox jumps over the lazy dog”. Finally, the unrestricted sentences were developed by prompting the participants with 30 images form the Webber Photo Cards: Story Starters collection. This speech is the only unscripted speech in the database and as a result will contain the most inaccuracies and non speech noise.

It is important to note this dataset is dated in its purpose for training an ASR system. With the introduction of deep learning to ASR research, a dataset this size is no longer optimal. The publicly available version of this database is only 18GB in size, which, half of the samples are normal speech control samples (Rudzicz et al., 2010).

3.4 - Dataset Cleaning and Preprocessing

The TORGO dataset required a significant amount of cleaning. Every sample in the dysarthric speech dataset and the control normal speech dataset had to be played to check its annotation text matched the contents of the file. A small proportion of samples were mislabeled, for example, a sample would be labelled as a word but when the file was played it contained no speech sounds. Additionally, certain samples were over two
minutes long, unsegmented recordings of the data collection sessions and were removed as they were too long to be processed by the model and segmented versions of these recordings already exist as samples within the dataset. All of the corresponding annotation texts were stored in separate text files. In order to prepare the dataset to be instantiated as a pytorch dataset, an excel sheet had to be collated where each wav file had its location and text contents detailed.

After all the text annotations were input into the excel sheet, all unscripted speech samples were removed as the Librispeech 960h model was only trained on scripted samples, in order for the WER to be fairly calculated. Additionally, all punctuation was removed from the corresponding text labels as the Librispeech models vocabulary does not recognise punctuation, apart from blank spaces and apostrophes which were not removed. Also, all corresponding labels were converted to lower case in line with the Librispeech model.

3.5 - Machine Configuration

All experiments were ran on jupyter notebooks on WSL 2 on Windows 11. The machine’s GPU was a Nvidia GeForce 2080 Ti along with an AMD Ryzen 7 3700X 8-Core processor and 16GB of RAM.

3.6 - Wav2Vec2.0 Architecture

The Wav2Vec 2.0 framework entails the self-supervised learning of representations from raw audio data. The model is composed of a multi-layer convolutional feature encoder which accepts raw audio as input and gives latent speech representations as output for a number of time steps. This encoder is composed of a group of blocks which have a temporal convolution, layer normalisation and a GELU activation function. The input is normalised to a zero mean and unit variance. The encoders total stride decides the number of time-steps that are then fed to the transformer. When the representations are transferred to the transformer, it builds representations that capture information from the entire sequence. The output from the feature encoder is transferred to a context network.
which adheres to the transformer architecture. A convolutional layer is then used to act as a relative positional embedding, the output of which is added to the inputs along with a GELU and is followed by the application of layer normalisation. Then, the outputs from the feature encoder are discretised to a finite set of speech representations by product quantisation. This is achieved by deciding quantised representations from a group of codebooks and concatenating them. The Gumbel softmax is then employed to choose discrete codebook entries in a way that is fully differentiable (Baevski et al., 2020).

The model is pre-trained by masking a particular proportion of times steps in the latent feature encoder space. The feature encoder outputs are masked by transferring them to the context network and replacing them with a trained feature vector that is shared between all the masked time steps. Additionally, the inputs passed to the quantisation model are not masked. The outputs are masked by randomly sampling a selection of time steps to be starting indices and masking the subsequent consecutive time steps from every sampled index, of which spans may overlap. The model attempts to identify the correct quantised latent audio representation in a group of distractors for each masked timestep and its final form is fine-tuned on labeled data. The contrastive loss from this activity is derived by calculating the cosine similarity between the context representations and the quantised latent speech representations. While the contrastive task relies on the codebook for positive and negative examples, the diversity loss is configured to increase the use of the quantised codebook representations. This is implemented by enabling the equal use of entries in every codebook by maximising the entropy of averaged softmax distribution over the codebook entries for each codebook across a batch of utterances (Baevski et al., 2020).

The model is then fine-tuned by the addition of a random initialised linear projection on top of the context network which are placed into classes representing the vocabulary of the task. For the Librispeech 960h model, there are 29 tokens for character targets and additionally a word boundary token. The model is optimised by minimising CTC loss and a modified version of SpecAugment is applied also by masking to time-steps and channels during training which improves the final error rates significantly and delays overfitting (Baevski et al., 2020).
Furthermore, the model was implemented in Fairseq, an open-source sequence modeling toolkit(Ott et al., 2019). 49% of all time steps were masked with a mean span length of 14.7 seconds. Its feature encoder has seven blocks and the temporal convolutions in each block have 512 channels with strides (5,2,2,2,2,2,2) and kernel widths (10,3,3,3,2,2,2). Its output frequency is 49hz with an approximate stride of 20ms between each sample and a receptive field of 400 input samples or 25ms of audio. The convolutional layer modeling the relative positional embeddings has a kernel size of 128 and 16 groups((Baevski et al., 2020).

The transformer holds 24 blocks with a model dimension of 1,024 , inner dimension of 3,072 and 16 attention heads. The model was trained on 128 V100 GPUs over 2.3 days where 320,000 samples were cropped with a limit of 1.2 samples per GPU. The total batch size was 2.7hrs. The dropout rate for the transformer, at the output of the feature encoder and the input to the quantisation module was 0.1, while layers are dropped at a rate of 0.2((Baevski et al., 2020).
The model is optimised with Adam for the first 8% of updates to a peak of $3 \times 10^{-4}$ and then linearly decays from this point. It trained for 250,000 updates. The weight $\alpha = 0.1$ was used for the diversity loss, two codebooks were used along with 320 entries of size 384, resulting in a theoretical total of 102,400 codewords. The Gumbel softmax temperature is annealed from 2 to a minimum of 0.1 for a factor of 0.999995 at every update while the temperature for the contrastive loss is set to 0.1. For fine tuning, the model is optimised using Adam along with a tri-state rate schedule where the learning rate increased for the first 10% of updates, held at a constant for the next 40% and then linearly decayed for the remainder. The model batched 1.28 million samples on each GPU while fine tuning on 24 GPUs, resulting in a batch size of 1,920 seconds. The output classifier is only trained for the first 10,000 updates after which the Transformer is also updated. Additionally, the feature encoder included to be trained during fine-tuning (Baevski et al., 2020).

The language model employed is a Transformer trained on the Librispeech LM corpus and contains 20 blocks, has a model dimension of 1,280, an inner dimension of 6,144 and 16 attention heads. The weights of the language model were tuned with an interval $[0,5]$ and a word insertion penalty $[-5,5]$ with Bayesian optimisation. 128 trials were ran with beam 50 to choose the best set of weights according to the performance on the “dev-other” version of the Librispeech dataset. The test performance was measured with a beam of 500 for the language model. The beam search utilised is from Wav2letter++: A fast open-source speech recognition system (Baevski et al., 2020).
Figure 3.6-2. wav2vec2.0 architecture. Reprinted from “wav2vec 2.0: A Framework for Self-Supervised Learning of Speech Representations”, by Baevski et al., 2020, ArXiv:2006.11477 [Cs, Eess], 2.

3.7- Experiment One

This first experiment’s purpose is to obtain a control WER of normal speech on a Wav2Vec 2.0 model trained on normal speech to compare against the model’s performance with dysarthric speech. The model chosen was the Wav2Vec 2.0 960h model trained on the Librispeech dataset from the first experiment. The model was ran on WSL 2 (Windows Subsystem for Linux) on Windows 11. WSL 2 was selected as to implement the Wav2Vec 2.0 framework, the open source machine learning library ‘Flashlight’ was utilised which was developed entirely in C++ and required a Linux based operating system. The TORGO dataset contains 5,036 usable samples for testing. Each speaker is tested separately, to test to see if any other attributes of the speech could be attributed to a higher WER.

3.8- Experiment Two

This second experiment’s purpose is to determine the WER of dysarthric speech on a Wav2Vec 2.0 model trained on normal speech. The same model is implemented from the first experiment to compare to results. The TORGO dataset contains 2815 usable samples of dysarthric speech. The WER is calculated for each speaker rather than as a whole, as the severity of dysarthria is different between speakers sampled in the dataset (Rudzicz et al., 2010).

3.9- Experiment Three

The third experiment’s purpose is to determine whether a model fine-tuned on multiple languages performs differently with a model fine-tuned on the English language alone. Takushima et al. (2019) conducted experiments that showed reduction in the character error rate (CER) for a Japanese speaker with an articulation disorder could be improved by training with a dataset consisting of articulation orders in a different language, specifically the TORGO dataset, for a Listen Attend Spell (LAS) model. Furthermore, this study showed that training with normal speech and the speech with articulation disorder
The model was acquired from pytorch’s Fairseq library (Ott et al., 2019). The model is a version of the Librispeech 960h Wav2Vec2.0 model which has been additionally fine-tuned with the Common Voice and Babel multi-language datasets (Zu et al., 2021). In figure 3.9-1 there is a table from the paper by Zu et al. detailing all languages utilised for the fine-tuning.

For comparison between the single language fine-tuned model, WER is the metric for accuracy. Additionally, the exactly the same data is used from the first experiment.

3.10-Experiment Four

The fourth experiments purpose is to determine whether a model fine-tuned on multiple languages performs differently than a model fine-tuned on the English language alone when dealing with dysarthric speech. The same model is used from the third experiments and the same dataset is used from the second dataset in order for comparison. WER is used for accuracy in line with the previous three experiments.

<table>
<thead>
<tr>
<th>Split</th>
<th>Languages</th>
</tr>
</thead>
<tbody>
<tr>
<td>train</td>
<td>Indonesian(id), Catalan(ca), Spanish(es), French(fr), Portuguese(pt), Arabic(ar), Chinese(zh-CN), Chinese(zh-TW), Turkish(tr), Estonian(et), Hungarian(hu), Russian(ru), Czech(cs)</td>
</tr>
<tr>
<td>dev</td>
<td>Italian(it)</td>
</tr>
<tr>
<td>test</td>
<td>Basque(eu), Interlingua (ia), Latvian(lv), Georgian(ka), Irish(ga-IE), Dutch(nl), Greek(el), Punjabi(pun-IN), Romanian(ro), Maltese(mt), Chinese(zh-HK), Tatar(tt), Finnish(fi), Slovenian(sl), Polish(pl), Kirghiz(ky)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BABEL (BB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>train</td>
</tr>
<tr>
<td>dev</td>
</tr>
<tr>
<td>test</td>
</tr>
</tbody>
</table>

Figure 3.9-1. All languages used in the Common Voice and Babel datasets. Reprinted from “Simple and Effective Zero-shot Cross-lingual Phoneme Recognition”, by Xu et al., 2020, ArXiv:2109.11680 [Cs].
3.11 - Experiment Five - Transfer Learning wav2vec2.0

Based on the results of the first two experiments, in order to try improve results, transfer learning for the Wav2Vec 2.0 Base model was implemented. As the model has only been trained on normal scripted speech, it requires retraining in order to be able to recognise dysarthric speech. The proposed method is to fine-tune the model with the TORGO dysarthric speech labeled data. It isn’t feasible to retrain the entire model from scratch with the dysarthric speech data as there simply isn’t enough data available to reach a significant accuracy. Even the smallest of the Librispeech models were pre-trained on at least 960h of speech, whereas in total, for the context of these experiments, the TORGO dataset has approximately 3000 usable speech samples between 1 and 20 seconds long. Despite this, the 960h model trained on the “other” dataset has been shown to reach a respectable accuracy, roughly under 11% WER, with fine-tuning on only 10 minutes of labeled data (Baevski et al., 2020).

The dysarthric fine-tuning was implemented on the Librispeech base model which has not been fine-tuned. Pre-trained versions of the models along with the necessary model checkpoints were downloaded from the Transformer Hub, which is a library of pre-trained models that perform tasks within the different fields of text, vision, and audio. The dysarthric speech samples don’t require any data cleaning as that has already been detailed and accomplished in the previous two experiments.

The models are fine-tuned using Connectionist Temporal Classification (CTC) as it suitable for speech recognition tasks where the alignment between the input and the output are not known (Wang et al., 2019). In order for the models to transcribe the speech samples to text, they require a feature vector and tokeniser. They are implemented using Wav2Vec2CTCTokenizer and Wav2Vec2FeatureExtractor from the Transformers library. A vocabulary is built on the contents of the dysarthric speech samples as an enumerated dictionary along with tokens for the special characters ‘ ‘ and “ “ and a unknown token along with a blank token, which is required for the alignment part of the CTC algorithm. This dictionary is then saved as a json file which is then passed to instantiate an object of the Wav2Vec2CTCTokenizer class.
When the pre-trained model is loaded, its feature extractor is frozen as the first component of the model is concerned with extracting features from raw speech samples which has already been sufficiently pre-trained and does not require fine-tuning. Like all previous experiments, in order to fairly compare results, WER is used as the metric for performance. The WER for normal speech is also tested against these models for comparison of performance.

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of epochs</td>
<td>30</td>
</tr>
<tr>
<td>Batch Size</td>
<td>8</td>
</tr>
<tr>
<td>Training test data split</td>
<td>80:20</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>1e-4</td>
</tr>
<tr>
<td>Weight decay</td>
<td>0.005</td>
</tr>
</tbody>
</table>

**Table 3.1 - wav2vec2.0 model parameters**

<table>
<thead>
<tr>
<th>Feature Extractor Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature Size</td>
<td>1</td>
</tr>
<tr>
<td>sampling_rate</td>
<td>16000</td>
</tr>
<tr>
<td>padding_value</td>
<td>0.0</td>
</tr>
<tr>
<td>do_normalize</td>
<td>True</td>
</tr>
<tr>
<td>return_attention_mask</td>
<td>False</td>
</tr>
</tbody>
</table>

**Table 3.2 - wav2vec2.0 feature extractor parameters**

3.12 - Experiment Six - General Adversarial Networks

Jiao et al. (2018) showed promising results converting normal speech samples to dysarthric speech samples, specifically the spectral features, using a DCGAN. Previous research has shown promising results preprocessing dysarthric speech samples to improve their intelligibility before they are passed to an ASR system to improve accuracy (Rudzicz et al., 2013).

A disadvantage to using GANs for voice conversion is that in many models, the source and target speech must be paired, the word utterances must be the same for each pair. For example, Rudzicz (2013) showed promise by synthesizing dysarthric speech samples with Kaneko et al. (2019) produced ‘CycleGAN-VC2’, a non parallel voice con-
suming and difficult to gather matching target data of the same utterance for all source data. In the publicly available version of the TORGO dataset, the utterances between the control speakers and the dysarthric speakers are not wholly the same, therefore using other voice conversion methods would cause a significant amount of data to go unused. By using CycleGAN, this issue is mitigated and allows all data to be utilised which is integral as it is already very compact.

The aim of using CycleGAN to alter the dysarthric speech samples is to alter the Mel-cepstral coefficients to change the qualities of the speech to be more similar to normal speech. Mel-cepstral coefficients represent the hearing of the human ear which has high resolution at low frequencies and (Fukadat et al., 1992). They represent a small set of features which describe the overall shape of a spectral envelope, which is one point in time. It represents the timbre of the sound, what distinguishes one voice from another. By altering the Mel-cepstral coefficients it changes the timbre of the sound but retains the pitch, loudness and duration. Therefore, this technique may not address all the differences between normal speech and dysarthric speech, such as the hyper-nasality. Despite this it is important to try and retain as much of the original speech information as possible or else it could be considered that the data samples are being replaced by normal speech.

The experiment was set up by selecting one dysarthric speaker and its matching control normal speaker from the TORGO dataset. All samples are preprocessed by being padded to the same length, while 34 Mel-cepstral coefficients, the logarithmic fundamental frequency and a periodicities are extracted every 5ms from each sample using the WORLD analyser(Kaneko et al., 2019; Morise et al., 2016).

The MCEPs are then converted from the source speech data, dysarthric speech, to the target speech data, the normal speech. The fundamental frequency is converted using a logarithm Gaussian normalized transformation and the a periodicities are used without being modified(Kaneko et al., 2019). The WORLD vocoder is then used to synthesize the speech.

When the speech samples have been converted, they will be tested using the ASR mod-
el from experiment two, to compare their WER results with the unconverted samples.

<table>
<thead>
<tr>
<th>Model Parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimiser</td>
<td>Adam</td>
</tr>
<tr>
<td>Batch Size</td>
<td>1</td>
</tr>
<tr>
<td>Epochs</td>
<td>1000</td>
</tr>
<tr>
<td>Generator Learning Rate</td>
<td>0.0002</td>
</tr>
<tr>
<td>Discriminator Learning Rate</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Table 3.3 - *CycleGAN-VC-2 model parameters*
CHAPTER FOUR: RESULTS & EVALUATION

The purpose of this study is to try improve the performance of an ASR model with recognising dysarthric speech. This was attempted by enriching training datasets with dysarthric speech and using GANs for speech style transfer (from dysarthric to normal).

In chapter two, the main issue for the poor performance of dysarthric speech with machine learning based ASR models was identified as a lack of dysarthric speech data.

In chapter three, based on the problem outline in chapter two, six experiments were conducted, experiments one to four were to establish the performance of a wav2vec2.0 models performance with recognising dysarthric speech when it had been trained on the English language alone versus multiple languages. Two further experiments were performed, an implementation of transfer learning on the wav2vec2.0 base model, to see how the model would perform, with respect to WER, if it had been trained with dysarthric speech. The second experiment attempted to tackle the intelligibility of dysarthric speech, as there is not much dysarthric training data available. A GAN voice converter system CycleGAN-VC-2 was selected to try transfer the speech style of the control normal speakers to the paired dysarthric speakers.

This chapter will review the results from the six experiments, evaluate their performance and design and will suggest possible amendments and work for the future.

4.1 -Experiment One to Four Results Comparison

Table 4.1 illustrates the results of experiments one to four. The speakers WER have been separated for each speaker due to the differences in severity in dysarthria between them.
Table 4.1 -  Experiment One to Four Results

<table>
<thead>
<tr>
<th></th>
<th>Single Language WER</th>
<th>Multi Language WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female 01</td>
<td>77.87%</td>
<td>73.93%</td>
</tr>
<tr>
<td>Female 03</td>
<td>78.21%</td>
<td>74.64%</td>
</tr>
<tr>
<td>Female 04</td>
<td>77.5%</td>
<td>74.29%</td>
</tr>
<tr>
<td>Male 01</td>
<td>103.95%</td>
<td>79.80%</td>
</tr>
<tr>
<td>Male 02</td>
<td>91.68%</td>
<td>72.42%</td>
</tr>
<tr>
<td>Male 03</td>
<td>11.83%</td>
<td>10.45%</td>
</tr>
<tr>
<td>Male 04</td>
<td>108.99%</td>
<td>97.15%</td>
</tr>
<tr>
<td>Male 05</td>
<td>84.47%</td>
<td>61.86%</td>
</tr>
<tr>
<td>Female Control 01</td>
<td>17.94%</td>
<td>15%</td>
</tr>
<tr>
<td>Female Control 02</td>
<td>13.36%</td>
<td>10.05%</td>
</tr>
<tr>
<td>Female Control 03</td>
<td>15.72%</td>
<td>12.17%</td>
</tr>
<tr>
<td>Male Control 01</td>
<td>16.99%</td>
<td>12.14%</td>
</tr>
<tr>
<td>Male Control 02</td>
<td>24.57%</td>
<td>19.40%</td>
</tr>
<tr>
<td>Male Control 03</td>
<td>15.73%</td>
<td>12.63%</td>
</tr>
<tr>
<td>Male Control 04</td>
<td>11.80%</td>
<td>11.54%</td>
</tr>
</tbody>
</table>

From Table 4.1 it is clear there is a significant improvement in the results between the single language (English) wav2vec 2.0 and the multi-language Wav2Vec2.0 model. There is a small decrease in WER for the female dysarthric speakers who have milder dysarthria in comparison to most of the male speakers in the dataset (Rudzicz et al., 2010). It is significant that the worse the WER rate performance from the single language model, the greater the improvement with the Multi Language model.

These results follow on from Takashima et al. (2019) when they found training with combined datasets of speech articulation disorders in two different languages could improve accuracy. These results show that the a multi-language fine-tuned model does improve WER for speakers with dysarthric speech along with speakers with normal speech.
4.2 - Experiment Five Results

The results of fine-tuning the Wav2Vec2.0 base model were unsuccessful. Throughout the duration of the models training, the WER never reduced from 100%. When validating the model, the prediction text for all speech samples were repetitions of the tokenizers ‘BOS’ token which denotes the beginning of a sentence. An example prediction from the model looked like “<s> <s> <s> <s> <s> <s> <s>.....”. Therefore, the fine-tuning of the model failed to learn the speech representations from the dysarthric speech.

4.3 - Experiment Six Results

The results of converting the dysarthric speech sample to health speech samples was unsuccessful using CycleGAN within the limits of this experiment. With the machine configuration available, the amount of time required to train the GAN (at least 1000 epochs) to convert approximately 100 dysarthric samples to healthy speech would be approximately 14 days. This length of training time and its required resources were not feasible within the confines of this experiment. After approximately 48hrs of training, the model had reached 30,000 iterations out of 269000 total iterations to train the model efficiently. It was decided training would be ceased at this point as it was no longer feasible.

To show the potential of this technology for future work, example converted GAN samples were taken from the researchers of CycleGAN-VC-2 model and tested against the wav2vec2.0 multi-language model. For the twelve samples provided by Kaneko et al. (2019), which were male to female and female to male normal speech style conversions, they achieved an overall WER of 3.54%. The quality of the conversion is shown to be very high from the WER and shows the potential it could have when converting dysarthric speech. It should be noted, since this GAN only adapts the MFCC features, it would not address issues with dysarthric speech such as the issue of the deletion of phonemes. This would have to be addressed with a different approach.
4.4 - Discussion

The aim of this research is to try improve an ASR models performance when recognising dysarthric speech by enriching datasets with dysarthric speech and using GANs to improve dysarthric speech intelligibility.

The main takeaway from the set of results presented in this chapter is that the recognition of dysarthric speech becomes more successful when the dataset used for training is larger and more diverse. The multi-language model outperformed the single language model and this can be attributed to the models greater exposure to a may diverse set of phonemes. In Takashima et al. (2019) hypothesised that their multi-lingual dysarthric speech dataset when training the listen portion of their Listen Attend Spell module would benefit and create a better high-level representation over a listen portion only trained on a single language dysarthric dataset. For one of the speakers studied the top CER (character error rate) was 72.7% on a model trained with no dysarthric data and reduced to a top CER of 23.2% when tested on the multi language dysarthric model.

It can then be determined that the Wav2Vec2.0 model when fine-tuned on the Babel and Common Voice datasets had a better exposure to a wider range of voices and pronunciation of phonemes. Additionally, the Common Voice dataset was gathered differently to the Librispeech dataset. The speech samples were crowd sourced using the a browser and mobile app and was validated by contributers and users of the app (Ardila et al., 2020). The prompts were taken from Wikipedia articles which contrast against the texts used in the Gutenberg project which are much older and have a different semantic style to modern speech(Ardila et al., 2020; Panayotov et al., 2015). Additionally, due to the recordings not being recorded in a controlled environment, being recorded on a mobile phone, this would expose the model to noisy and more imperfect speech. These differences can account for the difference in WER rate between the Librispeech model and the multi-language model. This denotes that the more diverse a dataset, the lower the WER will be, not only for dysarthric speech, but for normal speech also.

The poor performance of the wav2vec2.0 model pre-trained on the Librispeech dataset to successfully develop speech representations can be attributed to lack of data and the
diverse difference between the Librispeech dataset and the TORGO dataset. Additionally, the wav2vec2.0 base model, which was chosen due to hardware constraints, was trained on the clean version of the Librispeech dataset (Baevski et al., 2020). This could also be a reason for the poor performance of the model as the model had not been previously exposed to speech abnormalities or impairments in comparison to the 960h large model.

It is important to evaluate the process of the experimentation and the results under the principles of the CRISP-DM life cycle outlined in chapter three.

Did the outcomes of the experimentation fit the project problem and are they feasible to be deployed in a real world setting?

Experiment three and four were not practical in solving the issue of poor performance of speech recognition systems when recognising dysarthric speech. Experiment three performed poorly due to a lack of available dysarthric data and is not plausible to mitigate the issue. Experiment four, when performed under more advantageous conditions has been shown in other research to be successful in lowering the WER in speech recognition models (Donahue et al., 2018). Despite this, the use of GANs to modify dysarthric speech samples is very computationally expensive and intensive, if it were to be deployed in a real world setting, it would not be very feasible. Additionally, if viewed against the World Economic Forums (WEF) paper ‘How to Prevent Discriminatory Outcomes in Machine Learning’ (2018) this approach does not meet the guidelines for fair machine learning. This approach in particular violates the guidelines of fairness and active inclusion. People with dysarthria have been excluded from speech datasets and continue to be, of all the large speech datasets mentioned in this study, of which have been gathered relatively recently, none include dysarthric speech. The practice of trying to use GANs to augment voice samples or generate synthetic samples can be viewed just as exclusionary as the practice of excluding this speech type from datasets. The paper by the WEF specifies to aim for a ‘diversity of input’, these practices do the opposite. By augmenting the speech samples, they are not being fully represented in the data and in a convoluted manner are being removed. Bragg et al. (2018) discuss the issue of using stand in data to replace sign language data and highlight that the unnatural blending of
features would not represent the language properly. This critique could be applied to the practice of generating speech samples with GANs. Without fully representational datasets for dysarthric speech, it makes it difficult for a GAN to generate fully representative dysarthric speech. This technique could be beneficial in the future if more dysarthric samples, with diverse characteristics captured, were available to boost the amount of training data if necessary. This issue can not be fully solved with a pure machine learning approach and requires changes in the real world first before algorithms can be introduced.

It must be assessed whether machine learning techniques are able to solve the issue of a lack of representative data. There is a lack of communication with dysarthric individuals on this issue. There is little literature published on the opinions and impact this issue has on the dysarthric community and their feelings towards the current practices employed to try solve the problem (Cave & Bloch, 2021). There is a requirement for a study to be conducted similar to the paper by Bragg et al. (2018) where the opinions and needs of the dysarthric community can be communicated to researchers. There is a presumption in the literature in this field that people with dysarthric speech will use ASR technology in the same manner as people with normal speech. Furthermore, dysarthric speech datasets (Rudzicz et al., 2010; Kim et al., 2008) focus primarily on capturing the acoustic qualities of dysarthric speech but do not consider if the data collected represents how a dysarthric speaker would use an ASR system. These datasets are over a decade old and contain prompts from the likes of intelligibility assessments but do contain more up to date common phrases that would be used to interact with a personal assistant such as Apple’s ‘Siri’ or Amazon’s ‘Alexa.’ The UA speech dataset contains a selection of uncommon words as prompts taken from the Gutenberg project (Kim et al., 2008), although they display the variety of sounds in dysarthric speech, they do not display how dysarthric speakers talk day to day. None of the datasets include a significant amount of samples that represent unscripted speech. The collection of data in the TORGO dataset did not include gathering samples when the participants became fatigued. This data collection style could potentially affect the robustness of a ASR system in recognising dysarthric speech in the future, as the users will not be able to output ideal, unfatigued speech all of the time.

The amount of resources required to perform these highly complex computational tasks
needs to be addressed. As natural language processing systems and algorithms improve alongside the hardware they are used on, their carbon footprint increases (Strubell et al., 2019). The benefit of running this computationally intensive tasks must be weighed against the cost and its impact on the environment. The collection of more dysarthric speech samples maybe logistically more difficult and time consuming due to factors such as obtaining permission to collect the data and dealing with the constrained data collection sessions due to the conditions of individuals with dysarthria. In the long run, this practice is the most ethical choice and the most cost effective overall.
CHAPTER FIVE: CONCLUSION

5.1 - Introduction

In this chapter, the original aims of the project, to improve an ASR systems performance in recognising dysarthric speech by enriching datasets and using GANs to increase its intelligibility, will be reviewed against the results obtained in chapter four. The results in chapter four, suggest that more dysarthric data needs to be gathered in order to progress the performance of speech recognition systems when recognising dysarthric speech. If this was possible, experiment five, when the wav2vec2.0 model was fine-tuned with dysarthric speech may have performed better. Additionally, under better experimental conditions, experiment six that used CycleGAN-VC-2 has the potential to improve the intelligibility of dysarthric speech has the ability to help solve the lack of data in the short term. Despite this, dialogue still needs to be opened with the community of people with dysarthria to determine what they need from an ASR system and how they would like their data to be represented.

5.2 - Summary

The aim of this research was to improve an ASR models accuracy performance by enriching speech datasets for training and to use GANs to improve the intelligibility of dysarthric speech. Dysarthric speech has performed poorly with a lot of modern ASR systems and the main proponent that causes this is a lack of representation of dysarthric speech in ASR training datasets.

A literature review was conducted in chapter two to understand the landscape of speech recognition and the problem of dysarthric speech. An overview of speech recognition technologies and the architecture of machine learning ASR systems was discussed along with an overview of the characteristics of dysarthria and its history of performance with ASR systems to date. Bias in machine learning and its effect on the disabled community was detailed to understand the problem in a real world context. The practice of building speech datasets was explored to understand their requirements, how they are affected by bias and how they can be improved. Speech preprocessing
and GANs were reviewed to understand how they can be applied to the issue. Finally, an overview of all current literature that concerns improving ASR systems performance with dysarthric speech was detailed. The requirements and main aims of the experimentation were then concluded.

The aim of all experiments in chapter three derived from the research gathered in chapter two was to try enrich training datasets with dysarthric speech and to pre-process the speech to be more intelligible. The word error rates for normal speech and dysarthric speech were tested against a wav2vec2.0 model trained on English only and the same model trained on multiple languages to compare performance. Transfer learning was employed on an un-fine-tuned wav2vec2.0 model trained on English speech to observe if the WER rate from the previous experiments could be improve upon. Finally CycleGAN-VC-2 was used to try and convert dysarthric speech samples to have the same speech style as normal speech to try improve intelligibility.

In chapter four, the results showed that using a model that had been fine-tuned on a larger variety of speech data (multi-language) performed better than a model only trained on normal English speech. The fine-tuning of the Wav2Vec2.0 model was unsuccessful due to the insufficient size of the dataset for training and may have suffered due to the model choices base training set. An attempt to convert dysarthric speech samples to have the speech style of normal speech using CycleGAN-VC-2 was unsuccessful due to hardware limitations but shows potential for further research with better conditions.

5.3 - Conclusions: Experimentation, Evaluation & Results

The main conclusion that can be drawn from the experimentation in this study is that there is a greater diversity needed in speech datasets for training ASR systems, specifically more representation of dysarthric speech. From the results of experiments one to four, even the inclusion of more speech data from different languages, that isn’t dysarthric data, improves the WER significantly.

Although the transfer learning of the wav2vec2.0 model performed poorly and the speech transfer style with CycleGAN requires further experimentation to be brought to full
potential, they still confirm the need for more diverse and available dysarthric speech data. Without it, further techniques to fine-tune the performance of ASR systems when recognising dysarthric speech cannot fully progress to their full potential. These experiments try to mitigate the issue of the lack of data, without directly solving the issue. If more data became available in future studies they could be used to improve the accuracy of ASR systems further but may not be viable as a complete solution.

Speech recognition is a very computationally heavy task. The hardware used during the experimentation of was not of adequate strength to handle some of the models. Additionally, speech recognition has a steep learning curve and requires a lot of time to become well versed enough to be able to perform experimentations. It requires more research than what was possible in the time frame of this study.

5.4 - Contributions and Impact

Throughout this project the issue of the lack of representation of dysarthric speech within datasets has been flagged and discussed. Many of the experiments in this study have cited lack of data as the reason for unsuccessful results. This research problem requires the inclusion of the dysarthric community to help solve it. It cannot be solved with machine learning techniques alone. More diverse speech datasets are required to improve the robustness of ASR systems in general. People with dysarthria are not the only community affected by lack of representation in datasets, peoples gender, accent and age can affect how well their voice will be recognised by an ASR system. Additionally, the way datasets are gathered may need to be addressed, allowing for longer data gathering windows, considering how suitable certain texts are as prompts (Librispeech dataset and UA dataset contain texts which are over 100 years old (Panayotov et al., 2015; Kim et al., 2008)) and aiming to capture as many different speech styles as possible. The Librispeech dataset contains a cleaned version and an ‘other’ version which contains disfluencies(Panayotov et al., 2015), is perfect speech with no errors the right kind of speech to train a robust ASR with? Additionally, the viability of computationally intensive processes to mitigate issues due of lack of data may need to be addressed.
Many studies on the improvement of dysarthric speech recognition, do not address the ethical and environmental impacts of using synthetic data and the augmentation of speech. The findings of the research of this study suggest a more practical approach to solving this issue, collecting more data. From a review of all current literature there is little interaction from researchers and individuals with dysarthria (Cave & Bloch, 2021). With clearer outlines from the dysarthric community on how they use and would like to use ASR technologies would streamline research and help improve ASR systems.

5.5 - Future Work and Recommendations

Research in this field would benefit greatly from a larger dysarthric speech dataset from a large pool of speakers of different varying severities of dysarthria. Additionally, there are very few examples of unscripted conversational dysarthric speech and dysarthric speech recorded in noisy environments. A publicly available dataset that matches this criteria could have a massive impact on the improvement of the issue. Although Google is running a project to gather more dysarthric speech samples (The ASHA Leader, 2019), it has not been announced whether this dataset will be made available to the public for research. It would also be beneficial to study how dysarthric speech changes with fatigue and try and capture this type of speech to ensure for more robust models which meet a dysarthric individuals needs.

There is no literature detailing how dysarthric users use and would like to use an ASR system or their expectations of this technology (Cave & Bloch, 2021). Under the principles of Active Inclusion (World Economic Forum, 2018), researchers could include individuals with dysarthria more the principles of Active Inclusion (World Economic Forum, 2018), researchers could include individuals with dysarthria more readily in speech recognition studies to ensure the outcomes of these studies are beneficial and fair to the users they are intended for.

The use of GANS for converting dysarthric speech samples could be explored further. Although not brought to its full potential in this study, with hardware that can handle the lengthy training time of CycleGAN-VC-2, it could be beneficial for improving the intelligibility of dysarthric speech. Due to its non-requirement for paired data
unlike other GANS, it has the potential to use more data and makes gathering data samples easier by allowing different datasets with different prompt texts to be used.
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