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Abstract

Explainable Artificial Intelligence (XAI) is an area of research that develops methods

and techniques to make the results of artificial intelligence understood by humans. In

recent years, there has been an increased demand for XAI methods to be developed

due to model architectures getting more complicated and government regulations re-

quiring transparency in machine learning models. With this increased demand has

come an increased need for instruments to evaluate XAI methods. However, there

are few, if none, valid and reliable instruments that take into account human opinion

and cover all aspects of explainability. Therefore, this study developed an objective,

human-centred questionnaire to evaluate all types of XAI methods. This questionnaire

consists of 15 items: 5 items asking about the user’s background information and 10

items evaluating the explainability of the XAI method which were based on the no-

tions of explainability. An experiment was conducted (n = 38) which got participants

to evaluate one of two XAI methods using the questionnaire. The results from this

experiment were used for exploratory factor analysis which showed that the 10 items

related to explainability constitute one factor (Cronbach’s α = 0.81). The results were

also used to gather evidence of the questionnaire’s construct validity. It is concluded

that this 15-item questionnaire has one factor, has acceptable validity and reliability,

and can be used to evaluate and compare XAI methods.

Keywords: XAI, Explainability, Psychometrics, XAI Evaluation Methods, Ques-

tionnaire
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Chapter 1

Introduction

1.1 Background

Explainable Artificial Intelligence (XAI) is an area of research that develops methods

and techniques to make the results of artificial intelligence understood by humans. It

consists of techniques which can be applied throughout the machine learning lifecycle,

such as methods to analyse the training data for a model, methods to incorporate

explainability into the architecture of the system, and methods to provide explanations

for the output of the system (Vilone and Longo, 2021b). These techniques help build

the users’ trust in the system by allowing machine learning developers to debug and

test their models and allowing machine learning end-users to understand how the

models make decisions. For example, Gale, Oakden-Rayner, Carneiro, Palmer, and

Bradley (2019) trained a deep-learning model to classify hip fractures from frontal

pelvic x-rays as shown in figure 1.1. On top of this, they trained a recurrent neural-

network model to write explanations for why the x-rays were classified as hip fractures

or not which acted as the XAI method. These machine-generated explanations were

compared to the doctor’s explanations which helped improved the users’ understanding

of the model and increased their trust.

In recent years, XAI has become increasingly important for two reasons (Guidotti

et al., 2019). Firstly, machine learning models are getting more complex due to their

architecture. This is making it hard for machine learning developers to examine the

1



CHAPTER 1. INTRODUCTION

Figure 1.1: Frontal pelvic x-ray of a hip fracture along with the original and machine-

generated reports (Gale, Oakden-Rayner, Carneiro, Palmer, and Bradley, 2019).

models and understand how they are making decisions. Secondly, government regu-

lations such as the General Data Protection Regulation (GDPR) and the California

Consumer Privacy Act (CCPA) have been brought in during the past few years which

require improved transparency in the automated decisions made by machine learning

models. With this increasing need for XAI, there has also been an increasing need for

methods to evaluate XAI. However, recent literature reviews by Anjomshoae, Najjar,

Calvaresi, and Främling (2019) and Adadi and Berrada (2018) have shown that cur-

rent methods for evaluating XAI have serious faults. Anjomshoae et al. (2019) showed

that 97% of the 62 articles they reviewed stated that the explanations for XAI are

intended for human-users; however, only 41% of those articles incorporated the users

into the evaluation process. Adadi and Berrada (2018) showed that only 5% of the

381 articles they reviewed focused on evaluating XAI methods. Thus, this study aims

to develop an objective, human-centred method that can evaluate the explainability

of all types of XAI methods.

1.2 Research Project/Problem

To develop an objective, human-centred method for evaluating the explainability of

XAI methods requires using psychometrics which is a research area that covers the

theory and techniques behind measuring latent constructs such as intelligence, intro-

version, and conscientiousness. Psychometrics follows five principles for ensuring that

an evaluation method is valid (Furr and Bacharach, 2013; Rust, Kosinski, and Stillwell,

2



CHAPTER 1. INTRODUCTION

2021).

1. The first principle is ensuring that the evaluation method measures what it’s

supposed to measure. In this study, that means ensuring the evaluation method

measures the explainability of an XAI method which is achieved by writing the

items/questions based off the following notions of explainability: actionability,

causality, cognitive relief, comprehensibility, efficiency, explicitness, informative-

ness, intelligibility, interestingness, mental fit, security, and simplification (Vilone

and Longo, 2021a).

2. The second principle is ensuring the evaluation method correlates with other

measures of explainability.

3. The third principle is ensuring that the actual structure of the evaluation method

matches the theorised structure (structure referring to the relationship between

the questions/items).

4. The fourth principle is ensuring that the evaluation method is reliable which

means that it produces the same result under consistent conditions.

5. The fifth principle is ensuring that the users of the evaluation method think that

it measures the explainability of XAI methods.

To this end, the present study aims to answer the following research question.

Can a questionnaire created from the notions of actionability, causality, cognitive relief,

comprehensibility, efficiency, explicitness, informativeness, intelligibility, interesting-

ness, mental fit, security, and simplification for eXplainable AI (XAI) reliably and

validly measure the explainability of XAI methods?

3



CHAPTER 1. INTRODUCTION

1.3 Research Objectives

1.3.1 Questionnaire Design

A questionnaire will be created that will consist of three sections. The first section will

ask about the user’s background information to gather data on confounding variables.

The second section will ask about the explainability of the XAI method. The third

section will ask for feedback about how to improve the questionnaire. The items in

every section will be written according to psychometric standards to reduce response

bias.

1.3.2 Experiment Design

An online experiment will be run which will get each participant to review one of two

XAI methods (an arugmentation graph and a decision tree) using the explainability

questionnaire. The first stage of the experiment will gather data to improve the

questionnaire and to ensure that the participants understand the items. The second

stage of the experiment will gather data using the improved questionnaire from the

first stage.

1.3.3 Statistical Analysis

Exploratory factor analysis will be used to analyse the internal structure of the ques-

tionnaire. Cronbach’s alpha will be used to analyse the reliability of the questionnaire.

And objective explainability metrics will be calculated from the rulesets generated by

the two XAI methods and compared to the data from the questionnaire to validate

the questionnaire’s explainability measure.

1.4 Research Methodologies

This study will employ a mixture of primary and secondary research. The secondary

research will consist of a literature review of evaluation methods for XAI and psycho-

4



CHAPTER 1. INTRODUCTION

metric techniques which will provide the reader with context for the rest of the study.

The primary research will take a mix-methods approach and will consist of collecting

both quantitative and qualitative data from the online questionnaire.

The quantitative analysis will involve conducting exploratory factor analysis, cal-

culating Cronbach’s alpha, and calculating objective explainability metrics for the

rulesets generated by the XAI methods. The results from this analysis will be used as

evidence to validate the explainability construct measured by the questionnaire.

1.5 Scope and Limitations

This study will focus on creating an explainability questionnaire solely for staff and stu-

dents in the Computer Science department of Technological University Dublin (TUD)

as well as members of the ADAPT research centre for AI-Driven Digital Content Tech-

nology. Also, only two XAI methods will be examined (an argumentation graph and

a decision tree) as each method will take a long time to create.

1.6 Document Outline

The following are descriptions of each chapter presented in this dissertation:

Chapter 2: Literature Review This chapter reviews various literature related to

the study. The first section compares and contrasts current evaluation methods

for XAI methods and establishes gaps in the research. The second section reviews

techniques related to psychometrics and establishes how they can be used to

measure the construct of explainability.

Chapter 3: Design and Methodology This chapter details how the questionnaire

was designed; how the experiment was conducted to compare the two XAI meth-

ods (argumentation graph, decision tree); and how statistical analysis was used

to validate the explainability construct measured by the questionnaire.

5



CHAPTER 1. INTRODUCTION

Chapter 4: Results, Evaluation, & Discussion This chapter presents the results

from the online experiment conducted. It covers the exploratory factor analysis

of the questionnaire, the reliability analysis of the questionnaire, and the com-

parison of the questionnaire data with objective explainability metrics. The end

of this chapter discusses the results along with their strengths and limitations.

Chapter 5: Conclusion This chapter provides an overview of the research and the

problem definition. Next, it summarises the design and experimentation of the

research as well as the results and their evaluation. Lastly, it lists the contribu-

tions and impact of the results as well as recommendations for future work.

6



Chapter 2

Literature Review

2.1 Introduction

This chapter provides a review of the various literature related to the topic. The first

section compares and contrasts current evaluation methods for XAI frameworks and

establishes gaps in the research. The second section details how psychometrics can fill

these gaps to create a new method for evaluating XAI.

2.1.1 XAI Methods

Current evaluations of XAI methods can be split into two categories according to

Vilone and Longo (2021a): objective evaluations and human-centred evaluations. Ob-

jectives evaluations use objective metrics and automated methods to evaluate explain-

ability methods. Human-centred evaluations use a human-in-the-loop approach where

they evaluate explainability methods using feedback and judgement from end-users.

Arras, Horn, Montavon, Müller, and Samek (2016) proposed an objective metric

to compare the explainability of XAI methods based on the accuracy of the underlying

machine learning model. In their research, they trained a convolutional neural network

model using the 20newsgroup2 dataset to classify documents, then they applied Layer-

wise Relevance Propagation (LRP) and Sensitivity Analysis (SA) to the output of

the model separately. Both LRP and SA calculated the relevance of each word in

7
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Figure 2.1: Diagram of the general process followed by human-centred evaluations

(Vilone and Longo, 2021c).

each document to the prediction of the model which were then incorporated into two

experiments. The first experiment took the group of correctly classified documents

and deleted words from each document one by one in order from highest relevance

to lowest. After deleting each word, the accuracy of the model was calculated and a

graph was plotted of model accuracy vs. number of deleted words. This was done

for both LRP and SA. The second experiment followed the same process except it

took the group of incorrectly classified documents and deleted words in order from

lowest relevance to highest. Each graph showed which XAI method extracted the

most relevant words by how much the accuracy of the model was affected by deleting

those words. This provided a simple, objective way of comparing the two XAI methods

(LRP and SA). However, this metric had disadvantages. Firstly, it was only applicable

to natural-language-processing classification tasks; and secondly, it measured accuracy

which is only one of many facets needed to evaluate explainability.

Unlike Arras et al. (2016), Vilone and Longo (2021c) created an objective frame-

work for evaluating XAI methods that consisted of eight metrics. Specifically, eight

metrics for evaluating XAI methods that generate rule-based explanations. These met-

rics are listed in table 2.1 and include completeness, correctness, fidelity, robustness,

fraction of classes, number of rules, average rule length, and fraction overlap. They

were designed so that an ideal XAI method would generate a ruleset that would score

highly in completeness, correctness, fidelity, robustness, and fraction of classes and

would score low in the metrics of number of rules, average rule length, and fraction

8
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overlap. The effectiveness of these metrics was measured in multiple steps. Firstly, a

feed-forward neural network model was trained on an input and evaluation dataset.

This model was fed into five XAI methods which each extracted a set of IF-THEN

rules that described the logic used by the model to make predictions. These XAI meth-

ods included C4.5RulePANE, REFNE, RxREN, RxNCM and TREPAN. An example

of an IF-THEN rule that the methods would have extracted is “IF the passenger is

a child and in first class, THEN the passenger will survive” which comes from the

Titanic dataset that predicts whether a passenger would have survived on the Titanic.

This process was repeated for 15 different datasets. Secondly, the eight metrics were

calculated for each combination of XAI method and dataset and were compared using

a Friedman test. The Friedman test showed no XAI methods that scored consistently

better than the other methods across the metrics. However, the metrics did provide

an objective, unbiased way of highlighting the strengths and weaknesses of each XAI

method. Despite this positive, the metrics had a couple of disadvantages. Firstly,

they were only applicable to XAI methods that generated rule-based explanations;

and secondly, they did not require any input from the end-users of the XAI methods.

Spinner, Schlegel, Scäfer, and Mennatallah (2020) proposed a framework for inter-

active and explainable machine learning and evaluated it using human-centred meth-

ods. Their proposed framework was an application on TensorBoard that enabled

users to understand how the model works, diagnose problems with the model, refine

parameters in the model and make suggestions for improvements, and create a report

summarising the changes they made to the model. The TensorBoard application was

evaluated by getting 9 users to examine a machine learning model that classifies hand-

written digits using the application. Each user completed a one hour session with a

visual analytics expert which consisted of three parts. The first part was an introduc-

tion to the application given by the visual analytics expert. The second part involved

completing analytics tasks related to each part of the application. And the third part

was an interview discussing the differences between their initial expectations of the

system versus their actual experiences. Each session was audio recorded and screen

captured. The main benefit of this evaluation method was that it provided a lot of

9
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feedback for improving the XAI method. However, there were many disadvantages.

Firstly, it took a long time to complete which meant only a small sample of users could

participate in the experiment. Secondly, it required an expert/researcher to partic-

ipate. Thirdly, it would have been difficult to compare the XAI methods using the

feedback from the interview unless there were stark differences between the methods.

Similar to Spinner et al. (2020), Lim, Dey, and Avrahami (2009) used human-

centred methods to evaluate XAI; however, they focused on quantitative evaluations

rather than qualitative evaluations. In their research, they created a system using

Google Web Toolkits that provided information on the input and output of a machine

learning model. This system provided explanations for the output of the model in four

different ways:

• Why: Why did the system do X?

• Why Not: Why did the system not do X?

• What If: What would the system do if X happened?

• How To: How can I get the system to do X, given the current context?

They evaluated the XAI system for each type of explanation by running the experi-

ment described below. This experiment consisted of 158 participants, was administered

online, and was split into the following four sections.

• The first section got participants to interact with the system and learn how it

worked; this is the only section where explanations were provided.

• The second and third sections tested the participants understanding of the sys-

tem. The first test showed participant test cases with one of the inputs or the

output blanked out and the participant had to fill in the blank. The second test

showed the participants test cases and got them to explain the reasoning behind

the output. Participants’ trust in each example was recorded on a 5-point Likert

scale.

10
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• The final section got participants to explain how the system worked and to

provide their opinions on the system in terms of understandability, trust, and

usefulness via 16 Likert-scale questions.

Unlike the other evaluations methods in this review, this evaluation method had

many benefits, Firstly, it could be administered online which increases the number of

people that can participate. Secondly, it doesn’t require an expert to supervise the

evaluation. Thirdly, it can objectively compare and rank XAI methods. And lastly, it

covers multiple aspects of explainability. However, although it covers multiple aspects

of explainability, it does not cover all of them. Also, the results of the final section of

the experiment showed that the questionnaire had six factors which is a large number of

factors for a 16-item questionnaire. This suggests that the factors in the questionnaire

are weak.

Overall, although many studies have proposed XAI methods, few, if none, have pro-

posed suitable methods for evaluating XAI methods. Firstly, some evaluation methods

are specific to the experiment or type of XAI method and can’t be applied to other

experiments (Arras et al., 2016; Lapuschkin, Binder, Montavon, Müller, and Samek,

2016). Secondly, some evaluation methods don’t include human users in the evaluation

process, despite XAI methods being designed for human users (Robnik-Sikonja and

Kononenko, 2008; Vilone and Longo, 2021a). Thirdly, some evaluation methods are

purely qualitative which makes it difficult to objectively compare and rank XAI meth-

ods (Kulesza et al., 2011; Spinner et al., 2020). Fourthly, some evaluation methods

need to be conducted by experts in the research area which is quite time-consuming

(Ding, Liu, Luan, and Sun, 2017; Spinner et al., 2020; Sturm, Lapuschkin, Samek,

and Müller, 2016). And lastly, many evaluation methods don’t take into account all

aspects of explainability (Ghorbani, Abid, and Zou, 2019; Kulesza, Burnett, Wong,

and Stumpf, 2015; Lim et al., 2009; Robnik-Sikonja and Kononenko, 2008). Therefore,

there is a gap in the research to develop an objective, human-centred method based

on all aspects of explainability that can evaluate all types of XAI methods. This can

be achieved by employing psychometrics.
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2.2 Psychometrics

Psychometrics is the science behind psychological assessment (Rust et al., 2021). It is a

research area that covers the theory and techniques behind measuring latent constructs

such as intelligence, introversion, and conscientiousness. For example, Cappelleri,

Gerber, Kourides, and Gelfand (2000) used psychometrics to develop a questionnaire

that measured patient satisfaction with injected and inhaled insulin for type-1 diabetes.

This was needed because more methods for taking insulin were being developed at the

time, yet the only assessments available were focused solely on injecting insulin. Tomé-

Fernández, Fernández-Leyva, and Olmedo-Moreno (2020) also used psychometrics to

develop a questionnaire that measured the social skills of young immigrants coming

into Spain. This was to determine the services required by young immigrants to better

integrate into Spanish society. Similarly, psychometrics is needed in the area of XAI

to develop a questionnaire that evaluates the explainability of XAI from all aspects as

shown in the previous section of this review.

According to Furr and Bacharach (2013) and Rust et al. (2021), the construction

and validation of psychometric instruments consists of five parts. These five parts

include content validity, construct validity, internal structure of the instrument, relia-

bility of the instrument and face validity.

The first part involved in validating a psychometric instrument is gathering evi-

dence for content validity. Content validity is the match between the actual content of

the instrument and the content that should be included in the instrument (American

Educational Research Association, American Psychological Association, and National

Council on Measurement in Education, 2014; Furr and Bacharach, 2013). That is to

say that if an instrument is to measure a psychological construct, then it should in-

clude all the important facets of that construct. For example, an exam in school should

include questions on all topics covered during the course if it is to be fair assessment of

the student’s knowledge. Similarly, if a questionnaire is to measure the explainablility

of XAI methods, then it should include all important facets of explainability.

Vilone and Longo (2021a) conducted a literature review to define the concept of
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explainability and to determine the approaches used to structure an explanation. In

their review, they surveyed 90 articles related to XAI and came up with a list of 36

facets that contribute to the effectiveness of explanations which they refer to as the

notions of explainability. Table A.1 lists these notions of explainability which include

notions covered by previously mentioned explainability metrics, such as completeness,

robustness, and understandability, as well as new notions, such as actionability, ef-

fectiveness, and mental fit. These notions should form the basis of the items in the

questionnaire if they are to satisfy the requirement of content validity.

Despite Vilone and Longo (2021a) stating that all these notions contribute to the

effectiveness of an explanation, not all of them will be required when constructing the

questionnaire. This is because the aim of the questionnaire is to provide a way for

non-expert users to assess all types of XAI methods. This means that the notions

need to satisfy the following requirements:

• The notion should be measurable by a human user e.g., completeness would

not be suitable as it requires the user to have an extensive knowledge of the

underlying system.

• The notion should be measurable by a non-expert in the domain e.g., justifiability

would not be suitable as it requires the user to have domain knowledge.

• The notion should not be specific to a type of XAI e.g., explicability would not

be suitable as it is specific to robotic AI systems.

• The notion should be considered relevant to the explainability of XAI e.g., per-

suasiveness would not be suitable as the goal of XAI isn’t to persuade the user

to make a decision, it’s to explain the decision made by the underlying system.

• The notion should be unique e.g., comprehensibility, interpretability, trans-

parency, and understandability cover similar concepts, so only one should be

included in the questionnaire.

This reduces the list of notions from 36 down to the following 12 which are listed in

table 2.2: actionability, causality, cognitive relief, comprehensibility, efficiency, explic-
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itness, informativeness, intelligibility, interestingness, mental fit, security, and simpli-

fication. However, although some notions are not suitable for the questionnaire, they

can still be used in other areas such as construct validity.

The second part involved in validating a psychometric instrument is gathering

evidence for construct validity. Construct validity is the match between an instru-

ment’s actual associations with other variables and the associations that the instru-

ment should have with other variables (American Educational Research Association

et al., 2014). For example, Robins, Hendin, and Trzesniewski (2001) developed the

Rosenberg Self-Esteem scale (RSE) which measures a person’s global self-esteem. The-

oretically, RSE should be positively correlated with measures of happiness and social

motivation; it should be negatively correlated with measures of depression and inse-

curity; and it should have no association with a measure of intelligence. So, if the

RSE’s measure of global self-esteem is to be considered valid, it should match that

pattern of associations. Similarly, a questionnaire measuring the explainability of XAI

methods should also match theoretical associations. For example, if the XAI method

being evaluated outputs rule-based explanations, then the questionnaire should have

a theoretical relationship with the objective explainability metrics listed in table 2.1.

According to Vilone and Longo (2021c), the explainability questionnaire should posi-

tively correlate with the metrics of completeness, correctness, fidelity, robustness, and

fraction of classes, and negatively correlate with metrics for number of rules, average

rule length, and fraction overlap.

The third part involved in validating a psychometric instrument is examining the

internal structure of the instrument. The internal structure of a psychometric instru-

ment is how the items/questions in the instrument relate to each other i.e., are the

items strongly correlated with each other or do they form multiple groups (Ameri-

can Educational Research Association et al., 2014). In order for an instrument to

be considered valid, the actual internal structure of the instrument should match

the expected internal structure. For example, Tomé-Fernández et al. (2020) devel-

oped a questionnaire to measure the social skills of young immigrants. They designed

this questionnaire to have six factors (the ability to say no and cut interactions, self-

14



CHAPTER 2. LITERATURE REVIEW

expression in social situations, the defence of one’s rights as a consumer, the expression

of anger or disagreement, the ability to make requests to others, and the ability to

initiate positive interactions with people of the opposite sex), so the actual structure

of the questionnaire should also have same six factors. Similarly, Nichols and Nicki

(2004) developed an 31-item instrument to measure internet addiction. The aim of

this instrument was to add the 31 items together to create a single score that indicated

if the person was addicted to the internet. So, it was expected that all the items in

the questionnaire would be highly related and create a single factor. In the case of the

explainability questionnaire for XAI methods, the items will be derived from the 12

notions of explainability listed previously. it is expected that the internal structure of

the questionnaire will be one factor or a small number of related factors. The expected

structure can’t be more detailed as the literature doesn’t state the notions are related.

The fourth part involved in validating a psychometric instrument is examining the

reliability of the instrument. Reliability refers the overall consistency of an instrument

(American Educational Research Association et al., 2014; Rust et al., 2021; Verma and

Abdel-Salam, 2019). In other words, an instrument with high reliability will produce

similar results under consistent conditions while an instrument with low reliability

will produce different results each time. For example, a personality test with high

reliability should always output the same result as long as the person’s personality

has not changed. There are multiple methods for measuring reliability which include

test-retest reliability, parallel-forms reliability, and Cronbach’s alpha.

The first method of measuring reliability is test-retest reliability. This method

involves administering the same psychometric instrument to the same group of people

at different times (Rust et al., 2021; Verma and Abdel-Salam, 2019). The correlation

between the two set of responses is a measure of reliability, so a value of 0 means

that there is no reliability and a value of 1 means that there is perfect reliability.

Although, test-retest reliability is a simple method that’s easy to implement, it is not

always suitable. For example, it is not suitable in situations where the person will

learn skills from the first time that the instrument is administered that will transfer

over to the second time like in knowledge-based tests.
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The second method of measuring reliability is parallel-forms reliability. This method

involves creating two versions of the psychometric instrument with equivalent items

(Rust et al., 2021). Both versions of the instrument are administered to the same group

of people at the same time and the correlation between the two sets of responses is

the measure of reliability. Although, parallel-forms reliability solves the problem that

test-retest reliability had, it introduces a new problem. Since two versions of the same

instrument have to be made that means two times as many items have to be written.

Since the main aim of psychometrics is to create the best instrument possible, it is not

always viable to split the best items amongst two versions of the instrument.

The third and most popular method of measuring reliability is Cronbach’s alpha

(α). Cronbach’s alpha is a measure of the internal consistency of the instrument i.e.,

how well the items in the instrument correlate with each other (Cronbach, 1951; Verma

and Abdel-Salam, 2019). It is calculated using equation (2.1) where k is the number

of items in the instrument, σ2
i is the variance of item i, and σ2

X is the variance of the

sum of the items in the instrument (X). Similar to the other versions of reliability, it

ranges from 0 to 1 where 0 indicates that the items are completely unrelated and 1

indicates that the items are identical. However, unlike other versions of reliability, it

can be inflated by including the same items multiple times in the same instrument. In

general, it is recommended to have a value of 0.7 or higher for instruments measuring

psychological traits and a value of 0.8 or higher for instruments measuring an ability

(Nunnally and Bernstein, 1994; Rust et al., 2021; Verma and Abdel-Salam, 2019).

α =
k

k − 1
(1−

∑k
i=1 σ

2
i

σ2
X

) (2.1)

Lastly, the fifth part involved in validating a psychometric instrument is gathering

evidence for face validity. Face validity is the degree to which non-experts think that

the instrument is measuring the specific construct (Furr and Bacharach, 2013). It is

important because if people don’t think that the instrument is measuring the specific

construct, they might not take the instrument seriously and they might not respond

to the items honestly. For example, applicants to a job might expect an aptitude test

to ask them about their problem solving and social skills. However, if it asked them
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about their family history or personal life, they might not take the test seriously or

answer in a way that makes them appear socially desirable.

2.3 Summary

In summary , there is a gap in XAI research to develop an objective, human-centred

method for evaluating the explainability of XAI methods. This gap will need to be

filled by psychometrics which is a research area that covers the theory and techniques

behind measuring latent constructs such as intelligence, introversion, and conscien-

tiousness. According to psychometric theory, evidence will need to be gathered in five

areas to ensure that the evaluation method is valid (American Educational Research

Association et al., 2014; Furr and Bacharach, 2013; Rust et al., 2021). These five areas

are listed below:

1. Content Validity: This is evidence for the match between the actual content

of the instrument and the content that should be included in the instrument. In

this study, that means ensuring the evaluation method measures the explainabil-

ity of an XAI method which is achieved by writing the items/questions based off

the following notions of explainability: actionability, causality, cognitive relief,

comprehensibility, efficiency, explicitness, informativeness, intelligibility, inter-

estingness, mental fit, security, and simplification (Vilone and Longo, 2021a).

2. Construct Validity: This is evidence for the match between an instrument’s

actual associations with other variables and the associations that the instru-

ment should have with other variables. The most suitable metrics to use as a

comparison come from a study by Vilone and Longo (2021c) as they cover mul-

tiple aspects of expainability. These metrics include completeness, correctness,

fidelity, robustness, fraction of classes, number of rules, average rule length, and

fraction overlap.

3. Internal Structure: This is evidence for the match between the actual struc-

ture of the instrument and the theorised structure of the instrument (structure
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referring to the relationship between the questions/items).

4. Reliability: This is evidence of the reliability of the questionnaire which means

that it produces the same result under consistent conditions.

5. Face Validity: This is evidence that non-experts think that the instrument

measures the explainability of XAI methods.

To this end, the present study aims to answer the following research question.

Can a questionnaire created from the notions of actionability, causality, cognitive relief,

comprehensibility, efficiency, explicitness, informativeness, intelligibility, interesting-

ness, mental fit, security, and simplification for eXplainable AI (XAI) reliably and

validly measure the explainability of XAI methods?

Details of the design and methodology used to answer this question are described

in chapter 3.
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Metric Definition Formula

Completeness Ratio of input instances covered by

rules (c) over total input instances (N).

c
N

Correctness Ratio of input instances correctly clas-

sified by rules (r) over total input in-

stances.

r
N

Fidelity Ratio of input instances on which the

predictions of model and rules agree (f)

over total instances.

f
N

Robustness The persistence of methods to with-

stand small perturbations of the input

(δ) that do not change the prediction of

the model (f(xn)).

[t]
∑N

n=1 f(xn)−f(xn+δ)

N

Number of rules The cardinality of the ruleset (A) gen-

erated by the four methods under anal-

ysis.

|A|

Average rule length The average number of antecedents,

connected with the AND operator, of

the rules contained in each ruleset. ai

represents the number of antecedents of

the ith rule and R = |A| the number of

rules.

∑R
i=1 ai

R

Fraction of classes Fraction of the output class labels in

the data that are predicted by at least

one rule in a ruleset R. A rule r is rep-

resented by a tuple (s, c) where s is the

set of antecedents and c is a class la-

bel. |C| represents the number of class

labels.

1
C

∑
c′<=C 1(∃r = (s, c) ∈ R|c = c′)

Fraction overlap The extent of overlap between every

pair of rules of a ruleset. Given two

rules ri and rj , overlap is the set of

data points that satisfy the conditions

of both rules.

2
R(R−1)

∑
rirjj<=1

overlap(ri,rj)
N

Table 2.1: Objective explainability metrics for rulesets (Vilone and Longo, 2021c).
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Notion Definition

Actionability The capacity of a learning algorithm to transfer new knowledge

to end-users.

Alogorithmic transparency The degree of confidence of a learning algorithm to behave ‘sen-

sibly’ in general.

Causality The capacity of a method for explainability to clarify the relation-

ship between input and output.

Cognitive relief The degree to which an explanation decreases the ”surprise value”

which measures the amount of cognitive dissonance between the

explanandum and the user’s beliefs. The explanandum is some-

thing unexpected by the user that creates dissonance with his/her

beliefs.

Comprehensibility The quality of the language used by a method for explainability.

Effectiveness The capacity of a method for explainability to support good user

decision-making.

Efficiency The capacity of a method for explainability to support faster user

decision-making.

Explicitness The capacity of a method for explainability to provide immediate

and understandable explanations.

Informativeness The capacity of a method for explainability to provide useful in-

formation to end-users.

Intelligibility The capacity to be apprehended by intellect alone.

Interestingness The capacity of a method for explainability to facilitate the dis-

covery of novel knowledge and to engage user’s attention.

Mental fit The ability for a human to grasp and evaluate a model.

Security The reliability of a model to perform to a safe standard across all

reasonable contexts.

Simplification The capacity to reduce the number of the considered variables to

a set of principal ones.

Table 2.2: Notions of explainability (Vilone and Longo, 2021a).
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Chapter 3

Experiment Design and

Methodology

3.1 Introduction

In chapter 2, the literature review established the requirement for user feedback in the

evaluation of XAI methods and stated the notions that contribute to the explainability

of XAI. This led to the following research question:

Can a questionnaire created from the notions of actionability, causality, cognitive relief,

comprehensibility, efficiency, explicitness, informativeness, intelligibility, interesting-

ness, mental fit, security, and simplification for eXplainable AI (XAI) reliably and

validly measure the explainability of XAI methods?

This research question consists of two parts: reliability and validity. Reliability is

commonly measured using Cronbach’s alpha in modern psychometrics and has a rec-

ommended standard value of 0.7 or greater for psychometric instruments (Rust et

al., 2021). Validity can be established in multiple ways depending on previous re-

search into the psychometric construct and the resources available to the researcher.

Since the literature review established the content validity of the notions of explain-

ability (Does the questionnaire reflect the important aspects of explainability?), the
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experiment needs to establish the construct validity (Does the questionnaire behave

consistently with other measures for explainability?) and face validity (Does the ques-

tionnaire appear to measure explainability from the perspective of non-experts?) of

the questionnaire. This leads to the following null (H0) and alternative (H1) research

hypotheses:

H0: If a questionnaire is developed based on the notions of actionability, causality,

cognitive relief, comprehensibility, efficiency, explicitness, informativeness, intel-

ligibility, interestingness, mental fit, security, and simplification for eXplainable

AI (XAI), then either the questionnaire or one of its factors will have a relia-

bility of less than 0.7, or the explainability measurement from the questionnaire

will score in the opposite direction of the metrics for completeness, correctness,

fidelity, robustness, and fraction of classes, and in the same direction as the

metrics for number of rules, average rule length, and fraction overlap, or the

respondents to the questionnaire will not view it as measuring the explainability

of XAI methods.

H1: If a questionnaire is developed based on the notions of actionability, causality,

cognitive relief, comprehensibility, efficiency, explicitness, informativeness, intel-

ligibility, interestingness, mental fit, security, and simplification for eXplainable

AI (XAI), then the questionnaire and each of its factors will have a reliability

of 0.7 or greater, the explainability measurement from the questionnaire will be

scored in the same direction as the metrics for completeness, correctness, fidelity,

robustness, and fraction of classes, and in the opposite direction of the metrics

for number of rules, average rule length, and fraction overlap, and the respon-

dents to the questionnaire will view it as measuring the explainability of XAI

frameworks.

The aim of chapter 3 is to detail the experimental design and methodology used

to test the research hypothesis. This chapter describes the experiment used to collect

the data; the logic behind designing the questionnaire; the statistical tests used to
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analyse the structure, reliability, and validity of the questionnaire; and the strengths

and limitations of the experimental design and methodology.

3.2 Questionnaire Design

The first step taken to test the research hypothesis was designing a questionnaire that

measures the explainability of XAI frameworks. This questionnaire is shown in table

E.1 and is split into two sections: Background Information and Evaluation of the

Explanatory Method.

The first section (Background Information) collects participants’ background in-

formation. It consists of 4 items (items 1-4) asking about participants’ age, education,

first language, and experience with AI/machine learning technologies. These items

were included as they were considered potentially confounding variables with the ex-

plainability of XAI methods. For example, the reason behind asking participants

whether English is their first language is because all the XAI methods that were ex-

amined in this project were in English. Therefore, participants’ fluency in English

could have affected how they interpreted the items in the second section.

The second section (Evaluation of the Explanatory Method) evaluates the explain-

ability of the XAI framework. It consists of 24 items (items 5-28) that were de-

rived from the notions of explainability for XAI. These notions include actionability,

causality, cognitive relief, comprehensibility, efficiency, explicitness, informativeness,

intelligibility, interestingness, mental fit, security, and simplification. Each notion was

converted into two Likert-style statements about the XAI framework by following three

standard practices outlined by Rust et al. (2021). The first practice was to write un-

ambiguous items which was achieved by using simple, consistent language and keeping

the items to 12 words or less. The second practice was to provide enough response

options so that the participants could express themselves freely, but not so many that

the differences between options would become meaningless. Each item had five op-

tions ranging from “Strongly agree” to “Strongly disagree” and a sixth option (“Don’t

Know”) in case the participants didn’t understand the item. The third practice was

23



CHAPTER 3. EXPERIMENT DESIGN AND METHODOLOGY

to include at least 20 items when evaluating the explainability construct. This was

done in order to maintain reliability and because half of the items were expected to

be removed from the final version of the questionnaire.

As well as following Rust’s standard practices, the questionnaire also had to take

into account response bias which is the tendency for participants to respond inaccu-

rately or falsely to questionnaire items. This is because response bias causes the true

value of the measurement to be masked. Common types of response biases include

acquiescence, social desirability, random responding, indecisiveness, and item order

bias (Furr and Bacharach, 2013; Oldendick, 2008; Rust et al., 2021).

The first bias (acquiescence) is the tendency for a participant to always agree or

disagree with items regardless of the subject. Acquiescence is normally caused by

participants getting distracted during the questionnaire, not understanding the item,

or not understanding the material in general. It was accounted for in the second

section of the questionnaire by including two items per notion of explainability: one

item that is positively phrased (the explanatory method is explainable) and a second

item that is negatively phrased (the explanatory method is not explainable). This

solution made it difficult to distinguish between acquiescent responders and moderate

responders. However, it was worth it as it traded a serious problem for a light problem.

The second bias (social desirability) is the tendency for participants to respond

to items in a way that makes them appear socially desirable. It was minimised by

using two methods. The first method was informing participants that their answers

would be anonymised. The second method was phrasing items in a neutral way to

the participant. For example, instead of phrasing the items with the participant as

the subject “I took a long time to understand the explanatory method”, items were

phrased so that the explanatory method was the subject “The explanatory method

takes a long time to understand”.

The third bias (random responding) is the tendency for participants to respond

randomly to the questionnaire items. As the questionnaire was intended to be hosted

online, the only way to minimise this bias was to limit the number of items in the

questionnaire, so that participants didn’t get fatigued. However, the participants
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could have still been affected by their environment.

Lastly, the fourth bias (item order bias) is the tendency for participants to respond

differently depending on the order of the items in the questionnaire. This bias occurs

when the context of previous items affects the responses to later items. For example, in

a poll conducted by the Pew Research Center (2003), people were more likely to be in

favour of allowing same-sex couples to enter into legal agreements that gave them same

rights as married couples when the question was prefaced by whether they would allow

same-sex couples to get married (45% in favour as opposed to 37% in favour without

the previous context). Item order bias was eliminated by randomising the order of the

items for each participant. This didn’t eliminate the bias from individual responses,

but it eliminated the bias when the responses were aggregated and used for statistical

purposes.

In summary, a 28-item questionnaire was designed to measure the explainability

of an XAI method. This questionnaire was based off of the notions of explainability

for XAI and took into account confounding variables with the explainability for XAI,

as well as the response bias from participants. It could now be used to collect data on

XAI methods and be improved based on those responses.

3.3 Experimental Design

3.3.1 Experiment Overview

The second step taken to test the research hypothesis was setting up an experiment

to collect data on XAI methods. An experiment was set up that adhered to GDPR

and was approved by the Research Ethics and Integrity Committee of Technological

University Dublin as shown in figure B.1. This experiment consisted of two parts

(a website and the questionnaire detailed in section 3.2) for which participants were

sourced from staff and students in the Computer Science department at TUD and

members of the ADAPT research centre for AI-Driven Digital Content Technology.

The experiment began by emailing participants a link to the website which hosted

the experiment. Upon entering the website, participants were given background infor-

25



CHAPTER 3. EXPERIMENT DESIGN AND METHODOLOGY

mation about the experiment (figure C.1) and provided their informed consent (figures

D.1 and D.2), then were shown one of two XAI methods which were displayed as web

interfaces. These XAI methods were designed by Giulia Vilone who is a PhD stu-

dent in the Computer Science department at TUD (Vilone and Longo, 2022). Both

of these XAI methods displayed the output of a neural network model used to deter-

mine whether passengers on a plane were satisfied or dissatisfied with their flight. The

dataset used to train this model came from a passenger satisfaction survey uploaded

to Kaggle (Klein, 2020). Each participant tested one of the XAI methods, then was

sent to a questionnaire on Google Forms to evaluate the explainability of the method.

The first XAI method hosted on the website was a decision tree which was chosen as

it is considered one of the most explainable methods for representing machine learning

output (Dam, Tran, and Ghose, 2018). Figure 3.1 shows the decision tree as displayed

on the experiment website. It showed each rule extracted from the neural network

model as a path from the root of the tree to a leaf. Each node on the path represented

an antecedent of the rule, which defined a range of values on the input variable, such

as “Age is greater than (>) 20 (years)” and each edge represented the outcome of

the previous node (“True” or “False”). The leaves at the end of the tree represented

the predictions of the model which indicated whether the passenger was satisfied or

dissatisfied with their flight.

The second XAI method hosted on the website was an argumentation graph which

was created based on research by Lucas Rizzo (Longo, Rizzo, and Dondio, 2021; Rizzo

and Longo, 2018a, 2018b, 2020). It was chosen as argumentation theory has been

shown to produce models with similar prediction and accuracy to decision trees used

for classification with limited datasets and can resolve conflicting information between

rules extracted from machine learning models (Longo, Kane, and Hederman, 2012;

Rizzo, Majnaric, Dondio, and Longo, 2018). Figure 3.2 shows the argumentation graph

as displayed on the experiment website. The nodes (circles) on the argumentation

graph represented the rules extracted from the neural network model and the edges

(lines connecting the nodes) represented conflicts between the rules which occurred

when two rules applied to the same observation, but had different predictions. For
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Figure 3.1: Decision tree XAI method as displayed on the experiment website (Vilone

and Longo, 2022).

example, two rules with conflicting information are “IF the flight serves food, THEN

the passenger will be satisfied” and “IF the food served on the flight is bad, THEN

the passenger will be dissatisfied”. Each set of conflicting rules was categorised into

one of two types: rebuttals or undercuts. Rebuttals occurred when one rule negated

the conclusion of another rule and undercuts occurred when one rule was attacked by

another rule by arguing that there is a special case that does not allow the application

of the rule itself (Longo, 2016; Longo and Dondio, 2014). The argumentation graph

highlighted not only the conflicting rules, but also which rule was used to make the

prediction.

Before the experiment could commence, three items had to be added to the ques-

tionnaire that were specific to this experiment which are shown in table F.1. Firstly,

an item was added to the start of the questionnaire to filter out spam responses.

This item asked participants to type in a unique random code (based on their IP

address) displayed on the experiment’s website. Any participants that submitted mul-

tiple responses were excluded from the results. Secondly, an item was added to the

Background Information section of the questionnaire which asked participants about

their knowledge of the airline industry. This item was included as it was assumed

that participants with knowledge of the airline industry would find the rules in the
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Figure 3.2: Argumentation graph XAI method as displayed on the experiment website

(Vilone and Longo, 2022).

XAI methods easier to interpret and therefore, more explainable. Lastly, an item was

added to the end of the questionnaire asking for feedback about the questionnaire.

This would allow for further improvements as the experiment progressed through the

multiple stages described in the next section.

3.3.2 Experimental Stages

The experiment consisted of two stages: a pilot stage and a refined stage. Both

stages followed the experimental procedure outlined in section 3.3.1. However, the

data collected in each stage was used for different purposes.

The first stage was the pilot. It consisted of 35 participants for whom background

information is provided in table 3.1. The responses from these participants were used

to select and rephrase items in the questionnaire (table 3.2) which would be used in

the refined stage. This was achieved using a combination of three different methods.

The first method was to rephrase any items where participants responded with “Don’t

know” in order to make them more understandable. This only affected items 13 and

14 which were related to the notion of simplification. The second method was to

rephrase items so that emphasis was put on the explanatory method (XAI framework)
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instead of the participant. This was done in order to reduce the social desirability

response bias. It affected items 11-12, 15-16, and 29-30 which were related to the

notions of intelligibility, efficiency, and actionability respectively. The third and final

method was to edit the items based on participant feedback in order to ensure that

the participants were taking the questionnaire seriously i.e., to ensure face validity.

The common feedback was that participants were annoyed with having to respond

to the same items twice, just rephrased differently i.e., having two items per notion

of explainability. Based on this feedback, half of items 7-30 (one per notion) were

removed while maintaining a balance of positively and negatively phrased items to

counteract acquiescence. The resulting questionnaire is shown in table G.1.

The second stage was the refined stage. It consisted of 38 participants for whom

background information is provided in table 3.2. The responses from these participants

were gathered using the questionnaire in table G.1 and used to calculate a single

explainability score for the XAI method. This was achieved by taking the responses

for items 7-18 and scoring them on a Likert scale from 1-5. Items 7, 9, 13, 16, 17, and

18 were phrased so that agreeing with the item meant that the framework was more

explainable. Therefore, each response was given the following scores: Strongly disagree

= 1; Disagree = 2; Neither agree nor disagree = 3; Agree = 4; Strongly agree = 5.

Items 8, 10, 11, 12, 14, and 15 were phrased in the opposite direction so that agreeing

with the item meant that the framework was less explainable. These reverse-phrased

items were given the following scores for each response: Strongly disagree = 5; Disagree

= 4; Neither agree nor disagree = 3; Agree = 2; Strongly agree = 1. The overall score

was calculated by adding the scores from items 7-18. The overall score ranged from

12 (least explainable) to 60 (most explainable) and was constructed to measure the

explainability of XAI methods. These scores could now be used in statistical tests to

verify the reliability and validity of the questionnaire which is described in section 3.4.
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3.4 Statistical Analysis

3.4.1 Questionnaire Structure

The third step taken to test the research hypothesis was analysing the structure of

the questionnaire used in the refined stage of the experiment. This was achieved using

Exploratory Factor Analysis (EFA) which is a statistical technique that examines

the interrelationship between items in the questionnaire and groups them into latent

variables/factors. This step was necessary as the literature review in chapter 2 didn’t

provide any indication of the relationship between the notions of explainability. So,

EFA was used to verify that the items were related and could be used to measure the

single concept of explainability of XAI methods.

Before EFA could be used, the questionnaire data had to be checked to see if it was

suitable. This consisted of three steps. The first step involved checking if there were

sufficient correlations between the items. This was achieved by using Bartlett’s test of

sphericity which compared the correlation matrix of items to an identity matrix with

no correlations to test if there was a statistically significant difference between them

(p <= 0.05). The correlation matrix for the items was generated using Spearman’s

rank correlation coefficient as Likert data is inherently non-normal. The second step

involved checking if there was any multi-collinearity between the items. This was

achieved by calculating the determinant of the correlation matrix, then checking if it

was greater than 0.00001 to indicate no multi-collinearity. The third step involved

checking if the data was suitable for dimension reduction. This was achieved by

using the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy. KMO indicates

the proportion of variance in the items that are caused by an underlying variable.

According to Kaiser and Rice (1974), if the overall KMO for the questionnaire is

greater than 0.5, then the items are suitable for EFA. However, any individual items

with a KMO score of less than 0.5 were removed as recommended by Field, Miles, and

Field (2012) and Hair, Black, Babin, and Anderson (2010). Once the data passed all

three tests, it was ready to be used for EFA.

A standard approach was taken to EFA which consisted of two steps. The first step
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involved determining the number of factors to extract from the questionnaire. This

was achieved using Principal Axis Factoring (PAF) which is a type of EFA that makes

no assumptions about the distribution of the data (Field et al., 2012). PAF was used to

extract one factor per item in section 3 of the questionnaire and was used to calculate

the eigenvalues and loadings associated with those factors. The eigenvalues showed the

variance explained by each factor and the loadings showed the correlation between each

item and each factor. The eigenvalues were used to create a scree plot which aided in

the interpretation of the number of factors along with a combination of methods. The

first method was a parallel analysis. It involved simulating a random set of data with

the same number of items and participants as the real data, then running PAF on this

data to extract eigenvalues. The process was repeated multiple times and the average

eigenvalues were compared to the eigenvalues from the questionnaire data. Watkins

(2018) and Fabrigar, Wegener, MacCallum, and Strahan (1999) suggest keeping the

factors with eigenvalues greater than the average simulated eigenvalues. The second

method was to follow Kaiser’s criterion and keep factors with an eigenvalue greater

than 1 (Kaiser, 1960). The last method was to keep factors that appeared before the

inflection point in the scree plot. The number of factors was chosen based on consensus

found in the results from these methods.

The second step to EFA involved interpreting what the factors represent. This

was achieved by repeating PAF using the recommended number of factors from the

first step and applying rotation which is a technique that aids in the interpretation

of factors by maximising the loading of a item onto one factor and minimising it on

other factors. In particular, direct olbimin rotation was used which is a type of oblique

rotation that is used when the factors are expected to be related. The factors were

interpreted using item loadings greater than 0.4 which concluded the research into the

structure of the questionnaire for this project.

3.4.2 Questionnaire Reliability

The fourth step taken to test the research hypothesis was assessing the reliability of

the questionnaire. This involved calculating Cronbach’s alpha (equation (2.1)) for the
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overall questionnaire and each of its factors. Cronbach’s alpha is a measure of internal

consistency which represents the extent to which items in the questionnaire/factors

correlate with each other. It’s interpretation was aided by the following statistics:

• αdropped - The value of Cronbach’s alpha with an item from the questionnaire

removed. This is repeated for all items in the questionnaire. If removing an item

from the questionnaire caused the alpha value to drop, then it is permanently

removed.

• rmean - Mean inter-item correlation

• rmedian - Median inter-item correlation

• rdropped - Correlation of each item with the composite score of the remaining

items.

3.4.3 Construct Validity

The fifth and final step taken to test the research hypothesis was assessing the construct

validity of the questionnaire. This is the evidence supporting the interpretation of the

questionnaire as a measure of the explainability of XAI methods. This was achieved

by calculating the mean explainability for each XAI method, as described in section

3.3.2, then comparing them to the objective explainability metrics listed in table 2.1.

If the construct measured by the questionnaire is related to the explainability of XAI

methods, then the XAI method with a higher mean score should score higher in the

metrics for completeness, correctness, fidelity, robustness, and fraction of classes and

lower in the metrics for number of rules, average rule length, and fraction overlap.

3.5 Strengths and Limitations of Design

The strength of the experiment was that it was conducted online. Conducting the

experiment online gave participants flexibility as to when and where they could com-

plete it. This allowed it to reach the most participants possible. However, conducting
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the experiment online meant that the researchers had no control over the testing en-

vironment. For example, some participants may have gotten distracted during the

experiment or spent a short amount of time reviewing the XAI method. Conducting

the experiment online also made it easier to administer. There was no need for inter-

ference from the researchers and participants could be forced to respond to every item

which meant that the validity of the responses could be maintained.

Conversely, the experiment was limited by having no funding. No funding meant

that no incentives could be offered to encourage people to participate in the experi-

ment. This most likely led to fewer people participating which restricted the inferences

that could be made from the data.

There were many delimitations set during this experiment. Firstly, the notions of

explainability and the potentially confounding variables used to design the question-

naire were chosen solely by the researcher due to time constraints. The lack of diverse

perspectives when designing the questionnaire may have led to important facets of

the explainability of XAI methods being excluded. Secondly, the population of the

experiment was limited to staff and students in the Computer Science department

at TUD and members of the ADAPT research centre for AI-Driven Digital Content

Technology. This was due to the mailing lists for these groups being readily accessible.

However, it means that the questionnaire may not be suitable for other groups that use

XAI, such as data analysts in a business setting. Thirdly, only two XAI methods were

examined in the experiment as each method/web interface took a long time to create.

This means that differences specific to the two XAI methods may have caused items

to appear more important than they are when examining the structure and reliability

of the questionnaire. Lastly, the questionnaire was kept short to reduce participant

fatigue. This meant that participants were not given additional questionnaires to use

as a comparison.

Lastly, two assumptions were made when conducting the experiment. Firstly, it

was assumed that participants would respond honestly to the questionnaire. This is

because the participants were told that their responses would be anonymous. Secondly,

it was assumed that participants would understand every item in the questionnaire.
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This is because the pilot was used to remove and rephrase items that the participants

had problems with.

3.6 Summary

In summary, this chapter described the design and methodology used to test whether

the notions of actionability, causality, cognitive relief, comprehensibility, efficiency,

explicitness, informativeness, intelligibility, interestingness, mental fit, security, and

simplification for eXplainable AI (XAI) could be used to create a questionnaire that

reliably and validly measures the explainability of XAI methods. The first step taken

was designing a questionnaire that measured the explainability of XAI methods. The

second step taken was setting up an experiment online to collect data on two XAI

methods: an argumentation graph and a decision tree. The third step taken was

analysing the structure of the questionnaire using exploratory factor analysis. The

fourth step taken was estimating the reliability of the questionnaire and each of its

factors using Cronbach’s alpha. And the last step taken was validating the XAI

explainability construct from the questionnaire by comparing it to objective metrics

of explainability. These steps produced results that will be described and interpreted

in chapter 4 of this dissertation.
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Variable Value Number of Responses

Age 18-24 4

Age 25-34 16

Age 35-44 8

Age 45-54 5

Age 55-64 1

Age 65 and older 1

Education Secondary/Highschool education 2

Education Bachelor’s degree 7

Education Higher diploma 1

Education Postgraduate diploma 1

Education Master’s degree 17

Education Doctorate degree 7

English as first language No 13

English as first language Yes 22

Machine Learning Experience Less than a year 8

Machine Learning Experience One year but less than two years 7

Machine Learning Experience Two years but less than three years 6

Machine Learning Experience Three years but less than four years 3

Machine Learning Experience Four years or more 11

Airline Knowledge Very Poor 3

Airline Knowledge Poor 7

Airline Knowledge Neutral 19

Airline Knowledge Good 6

Airline Knowledge Very Good 0

Table 3.1: Background information on participants from the pilot stage.
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Variable Value Number of Responses

Age 18-24 2

Age 25-34 11

Age 35-44 14

Age 45-54 7

Age 55-64 4

Age 65 and older 0

Education Secondary/Highschool education 3

Education Bachelor’s degree 10

Education Master’s degree 12

Education Doctorate degree 13

English as first language No 22

English as first language Yes 16

Machine Learning Experience Less than a year 9

Machine Learning Experience One year but less than two years 2

Machine Learning Experience Two years but less than three years 6

Machine Learning Experience Three years but less than four years 3

Machine Learning Experience Four years or more 18

Airline Knowledge Very Poor 7

Airline Knowledge Poor 6

Airline Knowledge Neutral 16

Airline Knowledge Good 8

Airline Knowledge Very Good 1

Table 3.2: Background information on participants from the refined stage.
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Chapter 4

Results, Evaluation, & Discussion

4.1 Introduction

This chapter is split into two sections: results and discussion. The results section

displays all the data gathered from the experiments described in chapter 3. It covers all

aspects of validating the explainability questionnaire including data from exploratory

factor analysis on its internal structure, data from the reliability analysis on its internal

consistency, data from the objective explainability metrics on its construct validity,

and data from the individual items on each XAI method’s strength and weaknesses.

The discussion section uses the results to determine if the null hypothesis should be

rejected or not and it describes the strengths and limitations of the results.

4.2 Results

4.2.1 Questionnaire Structure

Before performing Exploratory Factor Analysis (EFA), the questionnaire data had to

be checked to see whether it was suitable. This involved calculating three metrics using

the data. The first metric was Bartlett’s test of sphericity which showed that there was

a statistically significant difference between the correlation matrix of the questionnaire

data and an identity matrix, X2(45) = 96.72556, p < 0.001. This indicated that the
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questionnaire items were correlated. The second metric was the determinant of the

correlation matrix which was 0.053. Since the determinant was greater than 0.00001,

it indicated that there was no multicollinearity among the questionnaire items. The

third metric was the Kaiser-Meyer-Olkin Measure of Sampling Adequacy (MSA). The

MSA values for the questionnaire items are shown in table 4.1. The overall value

of MSA for the questionnaire was 0.68 which is considered mediocre according to

Kaiser and Rice (1974). However, the items actionability and cognitive relief received

MSA values of 0.42 and 0.44 respectively which are considered unacceptable for factor

analysis. So, they were removed from the questionnaire and the MSA values were

recalculated. The new values showed that the MSA for the questionnaire increased to

0.79 which is considered middling. All three metrics showed that the data was suitable

for EFA.

Item MSA Value

actionability 0.42

causality rev 0.81

cognitive relief 0.44

comprehensibility rev 0.76

efficiency rev 0.83

explicitness rev 0.65

informativeness 0.79

intelligibility rev 0.75

interestingness rev 0.50

mental fit 0.85

security 0.60

simplification 0.72

Overall Score 0.68

Table 4.1: Measure of Sampling Adequacy (MSA) for each item in the questionnaire.

Principle-Axis Factoring (PAF) was performed using all the questionnaire data
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except the items of actionability and cognitive relief. The eigenvalues of this factor

analysis are plotted on the scree plot shown in figure 4.1 along with the simulated

data from the parallel analysis. The scree plot suggested a two-factor solution as the

inflection point on the scree plot was at factor 3 and the eigenvalues for the first two

factors were above the eigenvalues for the first two simulated factors. However, the

eigenvalue for factor 2 was very close to the simulated eigenvalue for factor 2 and it was

below Kaiser’s criterion of 1 which is indicated by the black line on the graph. This

suggested that the internal structure of the questionnaire could contain one factor or

two, so factor analysis was ran for both solutions to determine the best representation

of the structure.

Figure 4.1: Scree plot of the questionnaire data

PAF was ran for both the one-factor and two-factor solutions with oblimin rotation

applied to the two-factor solution to increase its interpretability. Table 4.2 lists the

communalities for the one-factor solution which shows that all the items in the ques-

tionnaire load onto the factor strongly except for the items of intelligibility rev and

interestingness rev. Table 4.3 lists the communalities for the two-factor solution which
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show that factor 1 consists of the items causality rev, comprehensibility rev, explicit-

ness rev, informativeness, mental fit, security, and simplification and factor 2 consists

of the items efficiency rev, intelligibility rev, and interestingness rev. Table 4.4 lists

two metrics describing the factor solutions: cumulative variance and “Fit based upon

off diagonal values”. cumulative variance is the proportion of variance in the data

explained by the factors. “Fit based upon off diagonal values” is a metric based off

of residual values which are the differences between the actual inter-item correlations

and the inter-item correlations reproduced from the factor loadings. A value greater

than 0.95 is indication of a good fit (Field et al., 2012).

Item Communality

causality rev 0.52

comprehensibility rev 0.71

efficiency rev 0.54

explicitness rev 0.64

informativeness 0.69

intelligibility rev 0.29

interestingness rev 0.19

mental fit 0.73

security 0.41

simplification 0.45

Table 4.2: Communalities for the one-factor solution.

Both the cumulative variance and “Fit based upon off diagonal values” were higher

for the two-factor solution than for the one-factor solution which suggests that the two

factor solution is more suitable. However, the items in each factor of the two-factor

solution don’t have a common theme. Therefore, it was determined that the internal

structure of the questionnaire only had one factor which could be interpreted as the

explainability of XAI methods.
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Item Factor 1 Communality Factor 2 Communality

causality rev 0.57 -0.09

comprehensibility rev 0.61 0.28

efficiency rev 0.40 0.43

explicitness rev 0.60 0.11

informativeness 0.70 0.01

intelligibility rev 0.03 0.73

interestingness rev 0.03 0.42

mental fit 0.66 0.19

security 0.49 -0.16

simplification 0.66 -0.38

Table 4.3: Communalities for the two-factor solution.

Factor Solution Cumulative Variance Fit based upon off diagnoal values

One-factor solution 0.30 0.87

Two-factor solution 0.41 0.97

Table 4.4: Additional EFA Statistics.

4.2.2 Questionnaire Reliability

Exploratory factor analysis showed that the questionnaire has one factor which repre-

sents explainability and consists of the following 10 items: causality rev, comprehen-

sibility rev, efficiency rev, explicitness rev, informativeness, intelligibility rev, interest-

ingness rev, mental fit, security, and simplification. Statistics related to the reliability

of this explainability scale are displayed in tables 4.5 and 4.6 and described in the list

below.

• α - The value of Cronbach’s alpha for the entire explainability scale.

• αdropped - The value of Cronbach’s alpha with an item from the questionnaire

removed.
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• rmean - Mean inter-item correlation

• rmedian - Median inter-item correlation

• rdropped - Correlation of each item with the composite score of the remaining

items.

Overall, the explainability scale had a value of 0.81 for Cronbach’s alpha which

is above the 0.7 standard for psychological measures. No items were dropped from

the scale as no values of αdropped were higher than α and all items on the scale were

moderately to strongly correlated with the entire scale except for intelligibility rev and

interestingness rev which had values of rdropped below 0.3.

Statistic Value

α 0.81

rmean 0.29

rmedian 0.30

Table 4.5: Reliability statistics for the questionnaire data.

4.2.3 Construct Validity

Tables 4.7 and 4.8 contain the objective explainability metrics for the rulesets gener-

ated by each XAI method. It also lists the mean explainability score for each XAI

method.

4.2.4 Summary Statistics for the Questionnaire Items

Tables 4.9 and 4.10 display the median and interquartile range (IQR) for each ques-

tionnaire item for each XAI method. The decision tree scored consistently the same

or higher than the argumentation graph across all items.
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Item αdropped rdropped

causality rev 0.79 0.46

comprehensibility rev 0.77 0.65

efficiency rev 0.78 0.56

explicitness rev 0.77 0.65

informativeness 0.78 0.63

intelligibility rev 0.81 0.25

interestingness rev 0.81 0.21

mental fit 0.76 0.67

security 0.80 0.39

simplification 0.80 0.37

Table 4.6: Additional reliability statistics for each item in the questionnaire.

4.3 Discussion

4.3.1 Summary

In summary, the final questionnaire consisted of 10 items which measured the explain-

ability of XAI methods. These 10 items covered multiple aspects of explainability

which included the notions of causality, comprehensibility, efficiency, explicitness, in-

formativeness, intelligibility, interestingness, mental fit, security, and simplification.

Exploratory factor analysis showed that the structure of this questionnaire consisted

of only one factor which was interpreted as explainability. This matched the theoret-

ical factor structure of the questionnaire which was designed so that the items could

be combined to create a single measure of explainability. However, the items intelligi-

bility rev and interestingness rev had low communalities with the explainability factor

(0.29 and 0.19 respectively) which suggests that they may need to be rephrased so

that they are clearer to the participants or that they need to be removed from the

questionnaire entirely. Similarly, these items also had low correlations with the overall

scale as indicated by their values of rdropped from table 4.6 (0.25 and 0.21 respectively).
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Metric Value

completeness 100.00%

Correctness 65.65%

Fidelity 89.46%

Robustness 100.00%

Number of rules 72

Average rule length 9.78

Fraction overlap 0.00%

Fraction of classes 100.00%

Mean explainability score 37.83

Table 4.7: Objective explainability metrics and mean explainability score for the de-

cision tree XAI method.

However, the entire questionnaire obtained a value of Cronbach’s alpha of 0.81 which

indicates that the explainabiilty scale is reliable as it is above the 0.7 standard which

is common for psychological measures.

Moreover, the questionnaire could be used to objectively compare XAI methods.

The mean explainability scores for each XAI method showed that participants consid-

ered the decision tree (37.83) more explainable than the argumentation graph (34.30).

Particularly, in the areas of causality, comprehensibility, and efficiency as indicated by

the median item scores in tables 4.9 and 4.10. This matched the objective explainabil-

ity metrics in tables 4.7 and 4.8 which showed that the decision tree scored higher in

the metrics of correctness, fidelity, and robustness and lower in the metrics of average

rule length and fraction overlap. The only metric in which the argumentation graph

scored better was the number of rules. The similarity between the explainability scores

and the objective explainability metrics provided enough evidence of construct validity

for the explainability measure from the questionnaire. Despite these results, the null

hypothesis (H0), which is shown below, failed to be rejected. This was for multiple

reasons. Firstly, the items related to actionability and cognitive relief were removed
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Metric Value

completeness 100.00%

Correctness 64.40%

Fidelity 78.69%

Robustness 23.69%

Number of rules 16

Average rule length 10.89

Fraction overlap 83.59%

Fraction of classes 100.00%

Mean explainability score 34.30

Table 4.8: Objective explainability metrics and mean explainability score for the ar-

gumentation graph XAI method.

from the final version of the questionnaire. And secondly, the experiment had a small

number of participants (n = 38) which means no definite conclusions can be drawn

from the results. However, the results can still be used to generate hypotheses for

future research.

H0: If a questionnaire is developed based on the notions of actionability, causality,

cognitive relief, comprehensibility, efficiency, explicitness, informativeness, intel-

ligibility, interestingness, mental fit, security, and simplification for eXplainable

AI (XAI), then either the questionnaire or one of its factors will have a relia-

bility of less than 0.7, or the explainability measurement from the questionnaire

will score in the opposite direction of the metrics for completeness, correctness,

fidelity, robustness, and fraction of classes, and in the same direction as the

metrics for number of rules, average rule length, and fraction overlap, or the

respondents to the questionnaire will not view it as measuring the explainability

of XAI methods.
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Item Median Value IQR

causality rev 4.0 0.00

comprehensibility rev 4.0 0.75

efficiency rev 4.0 0.00

explicitness rev 4.0 0.75

informativeness 4.0 0.00

intelligibility rev 4.0 1.00

interestingness rev 4.0 0.00

mental fit 4.0 0.00

security 3.0 0.75

simplification 3.0 1.00

Table 4.9: Median value and Inter-Quartile Range (IQR) for each questionnaire item

from the decision tree data.

4.3.2 Strengths and Limitations

Overall, the final explainability questionnaire has many strengths. Firstly, it is easy

to administer. It is a short, 10-item questionnaire that can be administered online

or in-person and doesn’t require an expert to guide the user through the process.

Secondly, it doesn’t require the user to be an expert in the domain of the dataset or

an expert in AI unless specified by the researchers. Thirdly, it provides researchers

with an objective way to compare XAI methods and can highlight the strengths and

weaknesses of each method in terms of explainability. Fourthly, it can assess all types

of XAI. And lastly, the results indicate that the questionnaire is both valid and reliable.

However, along with the its strengths, the questionnaire also has limitations due

to its design and due to the results of the experiment. Firstly, it only examines ex-

plainability using Likert-scale items. It doesn’t ask any knowledge-based questions to

measure the user’s understanding of the system in an unbiased way which is recom-

mended by van der Waa, Nieuwburg, Cremers, and Neerincx (2021). Secondly, the

experiment only examined two XAI methods, so the relationships between the items
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Item Median IQR

causality rev 3.5 1.00

comprehensibility rev 3.5 2.00

efficiency rev 3.0 2.00

explicitness rev 4.0 0.00

informativeness 4.0 1.00

intelligibility rev 4.0 1.00

interestingness rev 4.0 1.00

mental fit 3.5 2.00

security 3.0 2.00

simplification 3.0 0.25

Table 4.10: Median value and Inter-Quartile Range (IQR) for each questionnaire item

from the argumentation graph.

could be specific to the differences between decision trees and argumentation graphs

rather than the structure of explainability as a whole. Lastly, the experiment only had

38 participants in the refined stage, so no definite conclusions can be made about its

validity.
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Conclusion

5.1 Research Overview

Explainable AI (XAI) has been become increasingly important over the past few years

due to the General Data Protection Regulation (GDPR) requiring increased trans-

parency in machine learning models. Due to this increased demand in XAI, there

has been a need to improve how XAI methods get evaluated. This study investigated

if it was possible to create a questionnaire that could validly and reliably evaluate

the explainability of XAI methods based off the following notions of explainability:

actionability, causality, cognitive relief, comprehensibility, efficiency, explicitness, in-

formativeness, intelligibility, interestingness, mental fit, security, and simplification. It

entailed creating a questionnaire based on the notions of explainability, then gathering

evidence of its content validity, face validity, construct validity, internal structure, and

reliability.

5.2 Problem Definition

This study stemmed from a review of the methods for evaluating XAI methods. This

review showed that many methods have been proposed. However, few, if none, incor-

porated the user’s opinion into the evaluation; could objectively rank XAI methods;

could be applied to all types of XAI; and could evaluate XAI methods based on all
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aspects of explainability. Thus, the aim of this study was to create an objective,

human-centred evaluation method for all types of XAI methods that could evaluate

XAI methods on all aspects of explainability.

5.3 Design/Experimentation, Evaluation, and Re-

sults

The study consisted of five steps. The first step involved creating a questionnaire

based on the following notions of explainability: actionability, causality, cognitive

relief, comprehensibility, efficiency, explicitness, informativeness, intelligibility, inter-

estingness, mental fit, security, and simplification. The second step involved running

an experiment online which consisted of evaluating two XAI methods (an argumen-

tation graph and a decision tree) using the questionnaire from the first step. This

was to improve the questionnaire based on user feedback and to gather data on the

XAI methods. The third step involved analysing the structure of the questionnaire

using exploratory factor analysis. The fourth step involved analysing the reliability of

the questionnaire using Cronbach’s alpha. And the last step involved validating the

explainability construct measured by the questionnaire by comparing it to objective

explainability metrics.

The final questionnaire consisted of 10 items based on the notions of causality,

comprehensibility, efficiency, explicitness, informativeness, intelligibility, interesting-

ness, mental fit, security, and simplification. The exploratory factor analysis showed

that the questionnaire consists of one factor which can be interpreted as explainability.

The reliability analysis showed that the questionnaire had a value of 0.81 for Cron-

bach’s alpha which is considered reliable. And the objective explainability metrics

provided evidence for construct validity. However, only 38 participants took part in

the experiment, so these results are only indicative of validation.
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5.4 Contributions and impact

This study contributes a new method for evaluating XAI methods. It will help fu-

ture XAI research by providing an evaluation method that can be applied to all XAI

methods; can objectively compare XAI methods; can be easily administered; and can

highlight the strengths and weaknesses of XAI methods in relation to explainability.

5.5 Future Work and Recommendations

This study can be improved in the following ways:

• Knowledge-based questions could be added to the questionnaire to incorporate

an unbiased way of measuring the user’s understanding of the XAI method.

• Administer the questionnaire to groups of people outside of universities, such

as data analysts in a business setting, to investigate the different explainability

requirements from different groups.

• Rerun the experiment using more XAI methods, not only to gather more evi-

dence to evaluate the explainability construct, but also to calculate the mean

explainability scores for these methods. This scores could be used as references

for future research.

• Translate the questionnaire into different languages to improve its accessibility.

• Incorporate additional questionnaires into the experiment to measure constructs

related to explainability. Investigating the relationship of explainability with

these additional measures could provide further evidence of construct validity.
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Appendix A

Notions of Explainability

Table A.1: Notions of explainability (Vilone and Longo, 2021a).

Notion Definition

Actionability The capacity of a learning algorithm to transfer

new knowledge to end-users

Alogorithmic transparency The degree of confidence of a learning algorithm

to behave ‘sensibly’ in general

Causality The capacity of a method for explainability to clar-

ify the relationship between input and output

Cognitive relief The degree to which an explanation decreases

the ”surprise value” which measures the amount

of cognitive dissonance between the explanandum

and the user’s beliefs. The explanandum is some-

thing unexpected by the user that creates disso-

nance with his/her beliefs

Comprehensibility The quality of the language used by a method for

explainability

Completeness The extent to which an underlying inferential sys-

tem is described by explanations
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Correctability The capacity of a method for explainability to al-

low end-users make technical adjustments to an

underlying model

Effectiveness The capacity of a method for explainability to sup-

port good user decision-making

Efficiency The capacity of a method for explainability to sup-

port faster user decision-making

Explicability The degree of association between the expected

behaviour of a robot to achieve assigned tasks or

goals and its actual observed actions

Explicitness The capacity of a method for explainability to pro-

vide immediate and understandable explanations

Faithfulness The capacity of a method for explainability to se-

lect truly relevant features

Informativeness The capacity of a method for explainability to pro-

vide useful information to end-users

Intelligibility The capacity to be apprehended by intellect alone

Interactivity The capacity of an explanation system to reason

about previous utterances both to interpret and

answer users’ follow-up questions

Interestingness The capacity of a method for explainability to fa-

cilitate the discovery of novel knowledge and to

engage user’s attention

Interpretability The capacity to provide or bring out the meaning

of an abstract concept

Justifiability The capacity of an expert to assess if a model is in

line with the domain knowledge
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Mental fit The ability for a human to grasp and evaluate a

model

Monotonicity The relationship between a numerical predictor

and the predicted class that occurs when increas-

ing the value of the predictor leads to either always

increase or decrease the probability of an instance’s

membership to the class

Persuasiveness The capacity of a method for explainability to con-

vince users perform certain actions

Predictability The capacity to anticipate the sequence of consec-

utive actions in a plan

Refinement The capacity of a method to guide experts in im-

proving the model’s performance/robustness

Reversibility The capacity to allow end-users to bring a ML-

based system to an original state after it has been

exposed to an harmful action that makes its pre-

dictions worse

Robustness The persistence of a method for explainability to

withstand small perturbations of the input that do

not change the prediction of the model

Satisfaction The capacity of a method for explainability to in-

crease the ease of use and usefulness of a ML-based

system

Scrutability/diagnosis The capacity of a method for explainability to in-

spect a training process that fails to converge or

does not achieve an acceptable performance

Security The reliability of a model to perform to a safe stan-

dard across all reasonable contexts
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Selection/simplicity The ability of a method for explainability to select

only the causes that are necessary and sufficient to

explain the prediction of an underlying model

Sensitivity The capacity of a method for explainability to re-

flect the sensitivity of the underlying model with

respect to variations in the input feature space

Simplification The capacity to reduce the number of the consid-

ered variables to a set of principal ones

Soundness The extent to which each component of an expla-

nation’s content is truthful in describing an under-

lying system

Stability The consistency of a method to provide similar

explanations for similar/neighbouring inputs

Transferability The capacity of a method for explainability to

transfer prior knowledge to unfamiliar situations

Transparency The capacity of a method to explain how the sys-

tem works even when it behaves unexpectedly

Understandability The capacity of a method for explainability to

make a model understandable
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Appendix B

Study Approval

Figure B.1: Approval of the Study from the TUD Research, Ethics, and Integrity

Committee.
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Appendix C

Study Information

Figure C.1: Background information on the study that was given to participants at

the start of the experiment.
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Appendix D

Consent Form

Figure D.1: Page 1 of the consent form given to participants before starting the

experiment.
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Figure D.2: Page 2 of the consent form given to participants before starting the

experiment.
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Appendix E

Pre-Pilot Questionnaire

Table E.1: Pre-Pilot Questionnaire

Item

Num-

ber

Item Name Item Response Options

1 age What is your age? 18-24; 25-34; 35-44;

45-54; 55-64; 65 and

older

2 education What is the highest

level of education you

have completed?

Secondary/Highschool

education; Bachelor’s

degree; Master’s de-

gre; Doctorate degree;

Other

3 first language Is English your first

language

Yes; No
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4 ml experience How would you

quantify your expe-

rience with artificial

intelligence technolo-

gies/machine learning

techniques?

Less than a year; One

year but less than two

years; Two years but

less than three years;

Three years but less

than four years; Four

years or more

7 actionability I have learned some-

thing from the ex-

planatory method.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

8 actionability rev I have learned nothing

from the explanatory

method.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

9 causality The relationship be-

tween the input data

and the predictions is

clear.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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10 causality rev The relationship be-

tween the input data

and the predictions is

vague.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

11 cognitive relief No rules in the pro-

posed explanation re-

turn surprising predic-

tions.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

12 cognitive relief rev Some rules in the pro-

posed explanation re-

turn unexpected pre-

dictions.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

13 comprehensibility The structure of the

explanatory method is

clear.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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14 comprehensibility rev The structure of the

explanatory method is

not clear.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

15 efficiency I was able to under-

stand the explanatory

method very quickly.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

16 efficiency rev It took me a long time

to understand the ex-

planatory method.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

17 explicitness The explanatory

method is under-

standable.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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18 explicitness rev The explanatory

method is incompre-

hensible.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

19 informativeness The explanatory

method provides

useful information.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

20 informativeness rev The exploratory

method is not infor-

mative.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

21 intelligibility I did not need support

to understand the ex-

planatory method e.g.

books, internet search,

another person.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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22 intelligibility rev I needed support to

understand the ex-

planatory method e.g.

books, internet search,

another person.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

23 interestingness The explanatory

method is engaging.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

24 interestingness rev The explanatory

method is not inter-

esting.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

25 mental fit The explanatory

method allows me

to understand the

logic of the ma-

chine learning model

used to generate the

predictions.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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26 mental fit rev The explanatory

method does not al-

low me to understand

the logic of the ma-

chine learning model

used to generate the

predictions.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

27 security Thanks to the ex-

planatory method, I

believe that the model

will return accurate

predictions for all rea-

sonable inputs.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

28 security rev The explanatory

method makes me

mistrust the model.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

29 simplification The explanatory

method includes

the most relevant

variables.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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30 simplification rev The explanatory

method does not

include the most

relevant variables.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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Pilot Questionnaire

Table F.1: Pilot Questionnaire

Item

Num-

ber

Item Name Item Response Options

1 spam filter What code is dis-

played under the

”Take the survey”

button? (This ques-

tion is for confirming

that you are a human

and for preventing

spam submissions)

[Free-text box]

2 age What is your age? 18-24; 25-34; 35-44;

45-54; 55-64; 65 and

older
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3 education What is the highest

level of education you

have completed?

Secondary/Highschool

education; Bachelor’s

degree; Master’s de-

gre; Doctorate degree;

Other

4 first language Is English your first

language

Yes; No

5 ml experience How would you

quantify your expe-

rience with artificial

intelligence technolo-

gies/machine learning

techniques?

Less than a year; One

year but less than two

years; Two years but

less than three years;

Three years but less

than four years; Four

years or more

6 airline knowledge How would you de-

scribe your knowledge

of the airline indus-

try?

Very poor; Poor; Neu-

tral; Good; Very good

7 actionability I have learned some-

thing from the ex-

planatory method.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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8 actionability rev I have learned nothing

from the explanatory

method.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

9 causality The relationship be-

tween the input data

and the predictions is

clear.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

10 causality rev The relationship be-

tween the input data

and the predictions is

vague.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

11 cognitive relief No rules in the pro-

posed explanation re-

turn surprising predic-

tions.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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12 cognitive relief rev Some rules in the pro-

posed explanation re-

turn unexpected pre-

dictions.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

13 comprehensibility The structure of the

explanatory method is

clear.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

14 comprehensibility rev The structure of the

explanatory method is

not clear.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

15 efficiency I was able to under-

stand the explanatory

method very quickly.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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16 efficiency rev It took me a long time

to understand the ex-

planatory method.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

17 explicitness The explanatory

method is under-

standable.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

18 explicitness rev The explanatory

method is incompre-

hensible.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

19 informativeness The explanatory

method provides

useful information.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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20 informativeness rev The exploratory

method is not infor-

mative.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

21 intelligibility I did not need support

to understand the ex-

planatory method e.g.

books, internet search,

another person.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

22 intelligibility rev I needed support to

understand the ex-

planatory method e.g.

books, internet search,

another person.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

23 interestingness The explanatory

method is engaging.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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24 interestingness rev The explanatory

method is not inter-

esting.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

25 mental fit The explanatory

method allows me

to understand the

logic of the ma-

chine learning model

used to generate the

predictions.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

26 mental fit rev The explanatory

method does not al-

low me to understand

the logic of the ma-

chine learning model

used to generate the

predictions.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

27 security Thanks to the ex-

planatory method, I

believe that the model

will return accurate

predictions for all rea-

sonable inputs.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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28 security rev The explanatory

method makes me

mistrust the model.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

29 simplification The explanatory

method includes

the most relevant

variables.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

30 simplification rev The explanatory

method does not

include the most

relevant variables.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

31 feedback Do you have any sug-

gestions on how to im-

prove the survey?

[Free text box]
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Final Questionnaire

Table G.1: Final Questionnaire

Item

Num-

ber

Item Name Item Response Options

1 spam filter What code is dis-

played under the

”Take the survey”

button? (This ques-

tion is for confirming

that you are a human

and for preventing

spam submissions)

[Free-text box]

2 age What is your age? 18-24; 25-34; 35-44;

45-54; 55-64; 65 and

older
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3 education What is the highest

level of education you

have completed?

Secondary/Highschool

education; Bachelor’s

degree; Master’s de-

gre; Doctorate degree;

Other

4 first language Is English your first

language

Yes; No

5 ml experience How would you

quantify your expe-

rience with artificial

intelligence technolo-

gies/machine learning

techniques?

Less than a year; One

year but less than two

years; Two years but

less than three years;

Three years but less

than four years; Four

years or more

6 airline knowledge How would you de-

scribe your knowledge

of the airline indus-

try?

Very poor; Poor; Neu-

tral; Good; Very good

7 actionability I have learned some-

thing from the ex-

planatory method.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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7 causality rev The relationship be-

tween the input data

and the predictions is

vague.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

8 cognitive relief No rules in the ex-

planatory method re-

turn surprising predic-

tions.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

9 comprehensibility rev The structure of the

explanatory method is

not clear.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

10 efficiency rev The explanatory

method takes a long

time to understand.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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11 explicitness rev The explanatory

method is incompre-

hensible.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

12 informativeness The explanatory

method provides

useful information.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

13 intelligibility rev External support was

required to under-

stand the explanatory

method e.g., books,

internet search, an-

other person.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

14 interestingness rev The explanatory

method is not inter-

esting.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement
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15 mental fit The explanatory

method allows me

to understand the

logic of the ma-

chine learning model

used to generate the

predictions.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

16 security The machine learning

model returns accu-

rate predictions for all

reasonable inputs.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

17 simplification The explanatory

method only includes

the most relevant

variables from the

data.

Strongly disagree;

Disagree; Neither

agree nor disagree;

Agree; Strongly agree;

Don’t understand the

statement

18 feedback Do you have any sug-

gestions on how to im-

prove the survey?

[Free text box]
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