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ABSTRACT Due to market deregulation and globalisation, competitive environments in various sectors
continuously evolve, leading to increased customer churn. Effectively anticipating and mitigating customer
churn is vital for businesses to retain their customer base and sustain business growth. This research
scrutinizes 212 published articles from 2015 to 2023, delving into customer churn prediction using
machine learning methods. Distinctive in its scope, this work covers key stages of churn prediction models
comprehensively, contrary to published reviews, which focus on some aspects of churn prediction, such
as model development, feature engineering and model evaluation using traditional machine learning-based
evaluation metrics. The review emphasises the incorporation of features such as demographic, usage-related,
and behavioural characteristics and features capturing customer social interaction and communications
graphs and customer feedback while focusing on popular sectors such as telecommunication, finance,
and online gaming when producing newer datasets or developing a predictive model. Findings suggest
that research on the profitability aspect of churn prediction models is under-researched and advocates
using profit-based evaluation metrics to support decision-making, improve customer retention, and increase
profitability. Finally, this research concludes with recommendations that advocate the use of ensembles and
deep learning techniques, and as well as the adoption of explainable methods to drive further advancements.

INDEX TERMS Churn prediction, machine learning, artificial intelligence, business decision making,
customer defection, marketing analytics, business intelligence.

I. INTRODUCTION
The challenge to remain competitive and maintain good
customer relationships often leads businesses to adopt new
methods and technologies to increase revenue. However,
acquiring new customers is generally more expensive than
retaining existing ones [1]. Consequently, this has led to
the development of customer churn prediction and retention
strategies [2], especially focused on retaining customers who

The associate editor coordinating the review of this manuscript and

approving it for publication was Binit Lukose .

offer a higher rate of return on investment [3]. Retaining
customers can also reduce the cost of marketing for their
acquisition, as they may spread positive word of mouth about
a business [4]. Customer churn is a significant challenge
businesses face when customers abandon or switch to other
service providers. Different industries have varying criteria
to classify churners as a rule of thumb. For instance, experts
in the banking sector consider a customer a churner if
their annual transactions and average annual account balance
decrease by 30% [5]. Similarly, Edwine et al. [6] define a
customer as a churner if no activity for 90 consecutive days
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is demonstrated. Churn can occur due to reasons, such as dis-
satisfaction with service quality [7] or as a response to price
increases [8] in the telecommunication sector. To minimise
churn rates, businesses need to anticipate customer churn
by analysing customer behaviour and addressing potential
underlying causes of dissatisfaction. Research has shown that
even a modest increase in customer retention rate can lead to
substantial increases in net present value for companies, with
software and advertising companies experiencing up to 35%
and 95% increases, respectively [2].

Customer churn can be divided into two categories:
intentional and involuntary. Intentional churn occurs when
customers voluntarily discontinue using a service because of
dissatisfaction or a change in circumstances [9]. They may
switch to another provider that offers alternate plans, better
service quality, or both. To retain customers, businesses can
address the issue by offering attractive plans and ensuring
high-quality service. On the other hand, involuntary churn
happens when the business stops providing service due to
unpaid bills or breaches of terms and conditions [10]. There
are two sub-categories within intentional churn: deliberate
and incidental churn. Deliberate churn occurs when cus-
tomers switch to another provider due to dissatisfaction
with the product or service to obtain a better alternative.
This dissatisfaction may stem from technical issues such as
poor service quality, outdated services, bad customer service
experience, poor coverage, or financial concerns such as
expensive plans. On the other hand, incidental churn happens
when customers stop using the service due to changes in
their circumstances, such as relocating to another city where
the service is unavailable, switching to another job that
limits their use of a specific service provider, or the services
becoming unaffordable for the customer. The primary goal
of churn prediction is to anticipate deliberate churn since
involuntary customers who breach terms and conditions or
fail to pay bills are already known to the business [11].
Incidental churn accounts for a small portion of churn, and
it is difficult to predict since even the customers themselves
may not foresee changes such as a change of place or job
before a specific change in reality. Additionally, knowing
incidental churn in advance is of little value since retaining
those customers becomes unavoidable due to reasons beyond
the products and services offered by the business [12]. In the
next section, an in-depth discussion of the need for churn
prediction in the business context is presented. Technical
readers interested in developing churn prediction models can
skip it.

A. NEED OF CHURN PREDICTION IN BUSINESS
In a highly competitive global market, the economic growth
of businesses relies on both prolonging the average lifespan
of existing customers and increasing their consumption.
To achieve customer retention, it is crucial to understand
the factors contributing to customer loyalty development and
to predict customers’ churning intentions, thus developing

FIGURE 1. An illustration of loyal customers and churners.

effective retention campaigns. By comprehending this mech-
anism, businesses can develop strategies to retain existing
customers and build strong loyalty bonds with them, which
is less costly and more effective than attracting new cus-
tomers [13]. Losing profitable customers can be expensive,
which has led to a shift in the market paradigm from an
emphasis on acquiring new customers to retaining existing
ones. Additionally, churn influence propagates in the social
circle as customer mutual interdependence exists, and when
churn happens, it also increases churn probability in the social
circle [14]. Despite businesses’ efforts to build customer
loyalty, they face challenges due to customers’ exposure to
competing advertised offers and market awareness. To ensure
the sustainability and growth of the business, it is crucial to
understand the mechanism of developing customer loyalty
bonds [15]. Customers are the primary assets of any business,
and companies are responsible for defining and implementing
policies that prolong their lifetime. Prolonging customers’
lifetimes should be the primary focus of business firms, as it
determines their future commercial direction [16]. Forcing
customers to upgrade their purchases without fulfilling their
real needs can lead to high customer abandonment and lower
customer satisfaction, ultimately damaging a company’s
reputation [2].

However, terminating unprofitable customers may have an
unintended negative effect on the loyalty of retained valuable
customers [17]. Building customer loyalty bonds requires
a systematic approach to evaluating their evolution over
time and anticipating possible signs of defection. Customer
continuity management is an organisational approach to
retaining and acquiring customers [18]. A customer conti-
nuity management model should provide a comprehensive
critical review of all aspects that might affect the development
of customer loyalty bonds. While customer loyalty bonds
and lifetime are directly related to customer satisfaction
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FIGURE 2. Literature review document outline.

in terms of service quality [19], it is important to note
that service quality does not always guarantee customer
loyalty. For instance, customers may switch to another
telecommunication operator despite receiving good service or
prefer to fly with specific airlines despite experiencing flight
delays.

Limiting customers’ freedom to switch through contractual
restrictions can be considered an alternative approach to
managing the loyalty-satisfaction relationship [20], [21],
[22]. However, such restrictions may negatively affect
customer loyalty [23] and may not be viable in the
long term. Therefore, switching barriers should be built
based on customer perception [24]. Similarly, due to the
heterogeneous nature of customer perception and service
requirements, it is impossible to establish a loyalty bond with
all customers. Customers usually do not churn due to a single
dissatisfaction scenario; there are usually multiple instances
of dissatisfaction before a customer ceases transactions with
an organisation [25]. Consequently, dissatisfied customers
will always exist, so businesses focus on developing retention
campaigns by improving their offers and implementing
effective switching barriers. Figure 1 illustrates the cus-
tomer churn lifecycle, categorising customers into loyal, at-
risk, and churned segments. It underscores the importance
of stratifying customers based on profitability, discerning
between highly and non-highly profitable segments. The

fundamental objective of customer churn prediction is to
mitigate churn, especially among highly profitable cus-
tomers, directing retention efforts toward those substantially
impacting profitability.

Throughout a lifespan, external factors such as competitor
offers, new product launches, and customer awareness may
influence customers’ expectations and satisfaction [26]. As a
result, businesses must adapt their policies, and since obtain-
ing opinions from all customers can be costly, they often
tend to analyse representative samples. When developing
retention strategies, businesses should consider the expected
lifetime value of each customer and compare it to the cost of
the retention efforts. Retaining unprofitable customers who
do not justify the cost of the retention campaign may not
be cost-effective for the business. Therefore, it is essential
to balance the costs and benefits of retention campaigns to
make informed decisions. It is more beneficial for businesses
to focus their resources on retaining a targeted group of
customers rather than attempting to increase the overall
retention rate for all existing customers [27].

B. MOTIVATION
While substantial interest in churn prediction has led to
numerous review articles on the topic, a notable gap remains
in the availability of comprehensive guidelines for businesses
aiming to develop effective churn prediction models. This
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knowledge deficit underscores the need for a thorough
survey providing insights into the end-to-end customer churn
prediction pipeline. This imperative set the stage for our
comprehensive survey, with a primary research question
guiding our exploration:

‘‘How can businesses, particularly telecommunica-
tions, finance, and online gaming sectors, leverage
insights and methods from current Machine Learn-
ing research to predict customer churn?’’

To elucidate the motivation behind our survey and the
research question, Table 2 briefly summarises the focus
of review articles published between January 2015 and
January 2024, offering a comparative analysis with our
survey. The table distinctly identifies a crucial gap in
the literature related to feature selection strategies, the
incorporation of profit-based metrics for model validation,
sampling strategies, and contextualisation of the trend of
predictive modelling. This survey aims to fill these gaps
and provide a holistic understanding of the customer churn
prediction landscape.

As shown in Figure 2, the review is structured as follows.
Themethodology adopted for this literature review is detailed
in Section II. Section III focuses on describing the steps
often taken to pre-process data for churn prediction, followed
by a summary. Section IV is dedicated to describing the
ways predictive models can be trained for churn prediction.
Section V focuses on the validation strategies for such
prediction models. Finally, Section VI synthesises the gaps
and offers recommendations contributing to the body of
knowledge.

II. METHODOLOGY
A three-step systematic literature review was employed to
provide an impartial and objective assessment of the present
state-of-the-art in churn prediction and future applications
of machine learning within the context of churn prediction.
Firstly, the scope of the study was narrowed down to include
articles using machine learning to predict customer churn.
Secondly, relevant articles were identified and selected from
chosen databases by selecting key search terms and the query
refinement. Lastly, the results and key findings of relevant
studies were analysed and synthesised.

A. ARTICLES COLLECTION
To ensure a comprehensive and diverse topic coverage,
we conducted an initial literature scan using the primary
terms ‘‘Customer Prediction’’ and ‘‘Machine Learning’’ on
Web of Science (WoS), DBLP, Scopus and Google Scholar
to collect initial keywords. Following this, we expanded
the initial search terms by including additional keywords:
‘‘Customer defection’’, ‘‘Customer turnover’’, ‘‘Customer
switching’’, and ‘‘Customer abandonment’’. These keywords
were combined with ‘‘Machine Learning’’ or ‘‘Artificial
Intelligence’’ in the final search query.

FIGURE 3. Flowchart illustrating article count and inclusion/exclusion
criteria in the study.

Finally, the search was conducted on January 25, 2024,
and limited to articles published between 20151 and
January-2024, using the following Boolean search query:
(‘‘Customer churn’’ OR ‘‘Customer turnover’’ OR ‘‘Cus-
tomer abandonment’’ OR ‘‘Customer defection’’ OR
‘‘Customer attrition’’ OR ‘‘Customer switching’’) AND
(‘‘Machine Learning’’ OR ‘‘Artificial Intelligence’’)

At first, the search strategy retrieved 182 articles from
WoS and 192 from Scopus. These articles were then filtered
to include only those published in journals. Following that,
a similar search strategy on Google Scholar and DBLP was
performed, considering articles from the first ten pages of

1The choice of the timeframe, from 2015 onwards, is based on the
observation that research on customer churn prediction using machine
learning gained significant attention during this decade (refer to Figure 4b).
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TABLE 1. Inclusion and exclusion criteria; here, WoS and GS refer to WoS and google scholar, respectively.

the search results of Google Scholar.2 This search yielded
100 articles from Google Scholar and 145 from DBLP.
We also searched the websites of different publishers,
including MDPI, IEEE Explore, and Springer, for articles
published in 2023 and 2024 and found 33 additional articles.3

Duplicate articles were removed, leading to an overall of
181 articles.

Next, a thorough analysis of the articles’ abstracts,
keywords, and key contributions was performed. Only those
articles that met the inclusion criteria as shown in Table 1, and
were accessible as full-rom Technological University Dublin,
Ireland4 were included in this study.
During the thorough analysis, three additional articles

published before 2015 were discovered and were deemed rel-
evant. These articles were included in this study because they
provided unique and valuable insights into profitability-based
metrics in the context of customer churn prediction. Further-
more, the articles that replicated existing studies or those that
were not centred on machine learning were excluded. Also,
studies lacking adequate details or scientific reproducibility,5

were excluded from the selection process.
After careful analysis, a set of 185 articles that met the

inclusion criteria was selected. Figure 3 provides a flowchart
detailing the number of articles and their inclusion and
exclusion criteria. Additionally, 27 supportive articles were
included to offer a comprehensive narrative and business
context. Ultimately, this literature review condensed to
a count of 212 articles, and Figures 4a and 4b show
distributional statistics concerning the total number of
articles.

2While [28] suggests the first four pages of the search retrieval are
relevant, we expanded our search to the first ten pages for thoroughness and
completeness).

3The motivation behind exploring articles published in 2023 on publish-
ers’ websites was to identify recently published articles that may not be
indexed in databases.

4For inaccessible articles, we sought alternative sources like author copies
and requested access from colleagues at other universities. However, despite
these efforts, a few articles remained inaccessible and were consequently
excluded.

5such as missing information on the number and types of features
concerning private datasets or clear details on model implementation.

III. DATA PREPROCESSING STEPS IN CHURN
PREDICTION
The pre-processing phase is the first step of the widely
adopted end-to-end churn prediction modelling pipeline,
as shown in Figure 5.
The customer data is typically stored in databases for

churn prediction, a common practice in businesses. However,
this data may contain noise or missing values, which can
negatively affect the accuracy of the churn predictive model.
Therefore, it is necessary to improve data quality through
techniques like data cleaning, filtration, transformation, and
reduction, all of which are part of the so-called pre-processing
phase. Even though the attributes or features of a dataset
may initially appear self-explanatory, and they can belong
to different data types, such as textual or numbers. However,
there is no standard way or one-size-fits-all approach to store
data that meets all business needs [15].

Data storage primarily requires a database manager to
interact with other departments and collect various forms of
data, including textual, numerical, categorical, and geograph-
ical data [32]. It is the responsibility of data scientists to
prepare the data required to build a predictive model, which
includes data cleaning, handlingmissing values, andmapping
data to high-level categories, such as geo-coordinates, among
other tasks [33].

A. HANDLING MISSING VALUES, OUTLIERS AND CLASS
IMBALANCE
Missing values and outliers can significantly affect churn
prediction models. To handle missing values, researchers
typically use imputation or removal techniques. Imputation
methods such as mean, median, or mode [34] are typically
applied to attributes with more than 5% missing values,
while instances with less than 5% missing values can be
dropped [35]. For instance, Azeem and Usman [36] removed
features with the highest number of missing values from a
telecommunications churn dataset, while Höppner et al. [37]
removed observations with missing values.

Outliers or extreme values can also affect model perfor-
mance and must be identified and handled. One common
approach is removing outliers over three standard deviations
from the mean [38]. Other techniques to detect and handle
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FIGURE 4. Yearly and sector-wise publications trend (Published until Dec-2023).

TABLE 2. Summary of important surveys on customer churn prediction and artificial intelligence.

outliers include data binning, imputation, and trimming [39].
In their study on customer churn prediction, Azeem and
Usman [36] removed outliers with ±5 unit values from
the entire dataset based on the business context. Similarly,
researchers often filter call detail record (CDR) by drop-
ping calls lasting less than 4 seconds, often considered
unintentional [40].
Class imbalance is a significant factor that can impact the

reliability of a classifier. In service-based industries, churn is
rare, resulting in imbalanced datasets, andmisclassification is
more costly in such cases [41]. Unbalanced class distribution
often leads to the underrepresentation of the minority
class, resulting in the classifier being under-trained in the
minority classes [6]. Resampling techniques like random
oversampling [42] and undersampling strategies [35] are
commonly used to address the class imbalance issue in churn
prediction.

Random oversampling involves replicating instances of
the minority class until the minority and majority classes
are approximately balanced, while undersampling randomly
removes instances from the majority class. In the studies [6],
[43], [44], different undersampling strategies were applied
to a telecommunication churn dataset. SMOTE (Synthetic
Minority Oversampling Technique) oversampling has been
employed in churn prediction problems in studies such
as [45], [46], [47], [48], [49], and [50]. Reference [51]
has employed SMOTE-nominal continuous (SMOTE-nc) to
oversample churners. SMOTE generates synthetic instances
of the minority class to alleviate the class imbalance issue.

Reference [52] proposed a bagging-based selective
ensemble model to improve the predictive performance of
customer churn on the imbalanced dataset. Their strategy
exploits overproduction and chooses a strategy using a
cost-weighted negative binomial distribution to generate
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random class ratios in the training subsets. Then, it uses cost-
sensitive logistic regression with a lasso penalty to aggregate
base classifiers. They compared their results with twelve
state-of-the-art classification techniques on telecommuni-
cation datasets and showed that their method outperforms
its counterparts on traditional and profit-based metrics.
Similarly, [47] developed an ensemble by combining several
classifiers (Neural Network-XGBoost-Adaboost, KNN-
XGBoost-Adaboost, SVM-XGBoost-Adaboost, Random
Forest-XGBoost-Adaboost, Logistic Regression-XGBoost-
Adaboost, Decision Tree-XGBoost-Adaboost) and compared
their performances on customer churn datasets with stan-
dalone base classifiers, showing that the ensemble of logistic
regression, neural network, and AdaBoost has the best
predictive performance. Reference [53] addressed the class
imbalance in telecom churn datasets by the undersampling
method through particle swarm optimisation, which provides
an unbiased distribution of the training set to the ensemble
approach based on genetic programming and AdaBoost.

Reference [54] applied different variations of genera-
tive adversarial networks (GAN) for oversampling of the
minority class and compared the efficacy of the proposed
oversampling techniques with several classifiers, demonstrat-
ing that oversampling through GAN improves predictive
performance. Reference [55] applied both oversampling and
undersampling on the financial dataset. First, the adaptive
synthetic sampling approach (ADASYN) was applied for
oversampling, and then the NearMiss6 method was applied
for undersampling. ADASYN added 5% artificial churn
customers, and NearMiss removed 65% of the non-churn
customers to balance the dataset. Pustokhina et al. [56]
applied amulti-objective rain optimisation algorithm to deter-
mine the optimal sampling size for the synthetic minority
oversampling technique (SMOTE). Similarly, [41] compared
the performances of six oversampling techniques (SMOTE,
mega-trend-diffusion function (MTDF), minimal redundancy
maximal relevance (mRMR), ADASYN, majority-weighted
minority oversampling technique (MWMOTE), immune cen-
troids oversampling technique (ICOTE), and couples top-N
reverse k-nearest neighbour (TRkNN)) on six imbalanced
datasets and found that MTDF yielded the best performance
to deal with the imbalance problem in the context of customer
churn in the telecommunication sector.

B. FEATURE ENGINEERING
Feature engineering is the process of extracting relevant
variables from raw data using domain knowledge, often
depending on the business domain and the task context.
In industries like telecommunications and gaming, churn
prediction models often rely on customer usage behaviour,
and the recent activity logs are commonly used indicators
of churn behaviour [36], [58]. However, relying solely on

6is an undersampling technique that selects similar instances from the
majority class to the minority class to improve the model’s ability to
distinguish between the classes.

short-term activity from logsmay lead tomisclassification [2]
or determine churn behaviour too late to effectively persuade
a customer to remain as such [59]. To address this, researchers
have suggested the identification of other relevant features
that are as important as customers’ recent activity logs before
churning or the utilisation of time series log data to identify
potential churners [60], [61].

In financial industry, Ismail et al. associated churn with
demographic features and company-customer relationship
data, including gender, industry code, tenure, service sus-
pension/resumption frequency, and average invoice [62].
M. Alizadeh et al. identified financial, behavioural and
demographic features as predictors of customer churn in the
banking sector [5]. Specifically, average account balance,
customer relationship duration, and transaction frequency
were identified as the most relevant financial variables.
Likewise, behavioural features have also been recognised as
important factors for churn predictions in various industries,
including online gaming [59], [63], [64], telecommunica-
tion [65], [66] and the financial sector [67].
In online gaming, user behaviour based on in-game

activities and game logs was exploited to predict customer
churn [68], [69]. [68] claims that time investments in online
gaming are also key indicators for predicting customer churn.
L. Kim et al. observed that social relationships among game
players and irregularities in time-spending have a direct
relationship with customer churn, and particularly, the latter
increases the probability of churn [70]. Kim et al. [63]
observed that active duration, play count, win ratio and
purchase count are also highly relevant features for churn pre-
diction. Additionally, RFM-based behavioural features have
been recognised as important churn predictors [71], [72] and
an optimal method for analysing customer behaviour [45].

RFM-based features, which include recency, frequency,
and monetary variables derived from invoice data, have been
widely used. They offer valuable insights into differentiating
between customer churn and non-churn [73], [74]. RFM-
based variables are often included as features in models
for customer loyalty, defection, and customer lifetime value
prediction [74]. Reference [75] used time-varying RFMusing
deep learning to predict churning customers in the financial
sector. Some studies have expanded upon the RFM features
by incorporating additional variables. For instance, the length
of the customer relationship was added to the RFM features,
resulting in LRFM features [76], [77], [78].

In mutual funds, Maldonado et al. [79] derived RFM-based
features from customer behavioural activities such as senior-
ity, redemption, and repurchase actions. In this context, the
combination of financial indexes and customer demographic
information with RFM-based features was considered. Ref-
erence [80] identified five additional variables, in addition
to RFM, for predicting customer churn. These additional
variables include the number of purchased items, returned
items, discount, prize, and distribution time. Similarly, finan-
cial variables and indexes were integrated with behavioural
and demographic features as churn predictors, including daily
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FIGURE 5. End-to-end churn prediction model architecture based on CRISP [57].

returns, Standard & Poor’s 500, currency exchange rate,
and the selective price of shares index (IPSA). Similarly,
[81] added diversity of customer purchasing behaviour,
extending the RFM features (RFM-D). Additionally, [76]
demonstrated that monthly revenue, revenue development
in the last month and the days since the last contact are
important churn predictors. Chen et al. [82] investigated the
importance of adding profit to the LRFM variables, creating
LRFMP features for predicting churn in the financial sector.
They considered the time between transactions as a time
variable (L) and demonstrated that it significantly impacts
customer churn. Reference [83] proposed another variation
of LRFMP by incorporating periodicity and seasonality in
sale interactions. In another study, Mirkovic et al. [77]
combined QoS and web platform usage features with the
LRFM features. The LRFM features, based on invoice data,
were combined with QoS to create additional predictors
of customer churn [84]. Similarly, a recursive feature
elimination method using SVM and random forest was
employed, iteratively removing the least important features
through backward elimination. Reference [85] extended the
RFM feature by adding user lifetime, intensity, and rewards
(RFM-LIR) features to capture player-game interactions in
the context of churn prediction in the online gaming industry.

Kaya et al. [46] also highlighted the superior predictive
performance of dynamic behavioural features compared to
demographic features across various business domains. Their
study, focusing on the financial sector, specifically consid-
ered dynamic behaviours, such as spatiotemporal patterns
of expenditure and transaction modes. Expenditure patterns
provide insights into the diversity, loyalty, and regularity
of spending habits regarding time and location. At the

same time, transaction mode choice captures the distribution
of transactions across different channels, including online,
credit/debit card, and fund transfer methods. By examining
these factors from the perspective of merchants, spending
categories, and location, a more comprehensive understand-
ing of customer churn behaviour can be obtained [46].
In [65] and [66], researchers emphasised the selection
of temporal features based on multivariate time series as
important predictors for churn. Additionally, [65] focused on
various behavioural features, such as customer spending and
usage patterns within different time windows (daily, weekly,
and monthly). In their study, RFM and statistical features
were employed to represent each series of multivariate time
series, with RFM features exhibiting superior predictive
performance compared to statistical features. Moreover,
it was found that RFM features based on daily dynamic
behaviour outperformed those based on weekly or monthly
behaviour. On the contrary, some studies indicate that RFM
features may be more important than structural features,
with no clear evidence that either leads to better predictive
performance [71]. It is suggested that using diverse feature
types improves churn prediction performance [86], and some
studies have combined RFM-based temporal behavioural
interaction features with structural features to improve
the predictive capabilities of customer churn models [71].
However, extracting structural network features from call
graphs can be both computationally and methodologically
expensive.

The RFM-based features, while useful, focuses solely on
purchase data within a specific period and does not consider
customer-company interactions beyond the sales process,
which are crucial for developing customer-centric strategies.
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Another key challenge with RFM-based features is that RFM
variables are not useful for actionable marketing but only for
predicting customer churn [107]. To address this limitation,
the Recency, Frequency, Importance, and Duration (RFID)
features were proposed [128], [129] as a complementary
approach incorporating customer interactions in predicting
churn. Hasumoto and Goto [107] extended the RFM features
(eRFM) by adding three additional features: store, tenure,
and inter-purchase time. They linked churn with customer
purchase behaviour and highlighted that these variables
are useful for practitioners to take marketing actions.
Reference [66] leveraged social network analysis techniques
to extract customer relationships by calculating centrality
measures in temporal graphs based on structural call graph
features. Other studies have explored the use of customer
information (demographics and contact details) and customer
data usage to develop churn prediction models [15].

Historical purchasing and bank account transaction data
have been employed to enhance marketing strategies and
retention campaigns [15]. Moreover, unstructured text data
has also been utilised to detect customer attrition in financial
services [130], [131]. Similarly, [132] utilised unstructured
text-based customer feedback data to develop a recommenda-
tion system to enhance customers’ loyalty to repair services.
The authors applied an opinions mining algorithm to extract
sentiment scores and transform the data into a structured for-
mat. Subsequently, an action rule mining algorithm processed
the structured data derived from sentiment mining. Vo et al.
[130] extracted four feature sets from customer call log data:
term importance, lexical information, phrase embedding, and
personality traits. To capture informative terms, they used
term frequency and inverse document frequency and filtered
out stop-words.7 However, term importance alone does
not provide enough information concerning the customer.
Therefore, phrase embedding was applied to capture the
semantics of the text. Additionally, Sentiment analysis was
also carried out to extract latent concepts and topic-related
features, which can identify the text with either positive
or negative emotion, and these features are essential to
capture customer satisfaction. Finally, the authors employed
a five-factor personality model to extract personality traits
and associate them with a customer’s financial decision for
customer churn prediction [130].

De Caigny et al. [131] proposed two different strategies
to extract features from unstructured text data: the vector
space-based approach and the convolutional neural network
(CNN) based approach. They performed text cleansing,
tokenisation, part-of-speech tagging, and stemming in the
former. Subsequently, they excluded irrelevant and low-
frequency terms. In the latter, they applied one-hot encoding
to convert textual information into numerical data. Recently,
Wang et al. [136] claimed that personality characteristics of
users should also be considered when predicting customer

7particular terms that do not carry important textual context (such as
prepositions or articles).

churn. They combined images (user avatars) with textual
features, taking into account personality traits. They trained
a deep-learning model using the Flickr dataset containing
sentence-based image descriptions. Findings suggested that
both text and image improve the overall performance as
measured by precision, recall, and F-score metrics.

Recent studies on customer churn have integrated diverse
data types to analyse customer attrition, including demo-
graphic, spatio-temporal, and behavioural data. Factors such
as customer-company relationships, marketing and financial
indicators have been recognised as relevant for distinguishing
potential churners from non-churners [40]. In subscription-
based companies, the length of the customer-company
relationship plays a crucial role, with longer relationships
indicating a lower probability of churn [133]. Customers who
have renewed their contract at least once are less likely to
churn. These findings emphasise the importance of consid-
ering customer-company interactions and the longevity of
relationships in predicting churn behaviour. Recently, [117]
found that service quality, customer satisfaction, subscription
plan upgrades offers, and network coverage are the prominent
churn drivers in the Danish telecommunication industry.

To summarise, the important features utilised in churn
prediction, as identified in the literature, are outlined in
Table 3. Demographic and RFM features and their variations
emerge as prominent choices across various industry sec-
tors.In particular, the gaming industry strategically utilises
activity logs as a readily available feature, offering insights
into players’ behaviour. This spans the time invested in
gaming and specific activities undertaken while playing.
Essentially, feature engineering boosts model accuracy in
predicting customer churn while managing computational
costs [116]. Although studies indicate that more features can
improve predictive performance, the relative importance of
different features remains a topic of debate [86]. Practitioners
must balance accuracy and operational efficiency by carefully
selecting features that capture essential information for churn
prediction unless computational power is not a priority.

C. FEATURE SELECTION
Feature selection plays a crucial role in the data pre-
processing stage by identifying the most relevant and
important attributes. Datasets often containmultiple variables
that may be irrelevant, such as user ID, and redundant
variables that are highly correlated to each other.

Selecting relevant features can also benefit from
domain-specific expertise and the task context. The use of
using a feature selection method offers numerous advantages.
Firstly, reducing the number of redundant features can
save computational time and enhance operational efficiency,
especially in real-world industrial scenarios. Secondly,
it can maximise model performance by minimising error or
maximising classification accuracy [43] and helps prevent
the model from overfitting8 [155]. Also, having fewer

8Overfitting occurs when a model becomes too complex, closely fitting
the training data but underperforming on new and unseen data [163].
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TABLE 3. Summary of feature usage.

independent features promotes understanding and supports
model interpretability [37] and therefore enhances its
explainability [164].

In the financial sector, Mirkovic et al. [77] proposed
utilising invoice-level data and applied a permutation-based
feature importance approach to select the most important
features. Similarly, [42], [149], [150], [152] utilised Principal
Component Analysis (PCA) for data dimensionality reduc-
tion to retain those features explaining the largest amount
of variance. Specifically, PCA generates new orthogonal
variables, called principal components, each explaining a
portion of the variance in the data. Those with minimal scores
are typically removed, effectively reducing the number of
features. Similarly, [80], [146] suggested that discriminant
analysis is a robust method for selecting important variables.
The Fisher score is used to rank independent features, deter-
mining their relative importance for selecting a subset [31],
[35], [95], [122].

Reference [137] applied the filter and wrapper method
to select optimum features with random oversampling. This
technique involves randomly selecting instances from the
minority class and duplicating them within the dataset
to tackle the class imbalance. Essentially, it duplicates
data points from the minority class randomly to achieve
a more balanced distribution. Adnan et al. [100] applied
various transformation methods, including log, box-cox,
Z-score, and ranking, for cross-company churn prediction.
They demonstrated that these methods, except for Z-score
normalisation, can improve data normality and classifier
performance in most cases.

Similarly, Sana et al. [153] compared six transfor-
mation methods, including log, rank, box-cox, z-score,

discretisation, and weight-of-evidence. They applied these
methods to train eight different machine learning classifiers.
The results showed that using these transformations improved
the predictive performance of the classifiers when compared
to their counterparts that were trained without any transfor-
mation. Also, [147] demonstrated that z-score transformation
led to improved predictive performance of churn prediction
models.

Numerous studies have employed heuristic and
metaheuristic-based optimisation techniques to select the
best features for their churn prediction models. For instance,
Bano et al. [96] applied chaotic salp swarm optimisation,
which incorporates chaotic dynamics into the collective
movement of a salp swarm to enhance exploration and
exploitation during the optimisation process. Sudharsan and
Ganesh [92] used a hybrid of Brownian movement with
butterfly optimisation, which simulates the food foraging
and finding mating partner behaviours of butterflies. Shour-
baji [89] et al. combined ant colony optimisation (ACO) with
the reptile search algorithm (RSA) for feature selection in the
telecommunications industry. The concept behind ant colony
optimisation is rooted in the collective foraging behaviour
of ants, where pheromone communication is employed to
find optimal paths in a search space. Similarly, [88] applied
chaotic pigeon-inspired optimisation for feature selection.
The intuition behind chaotic pigeon-inspired optimisation
is to introduce chaotic dynamics into the decision-making
process of a swarm, mimicking the adaptive behaviour of
pigeons, to improve exploration-exploitation trade-offs in
optimisation. Also, Vijaya et al. [90] applied particle swarm
optimisation, simulated annealing, and a hybrid of particle
swarm optimisation and simulated annealing optimisation for
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TABLE 4. Summary of feature selection techniques.

feature selection. The hybrid optimisation algorithm com-
bines particle swarm optimisation and simulated annealing
to synergistically exploit the strengths of both techniques
in search space exploration. The results revealed that the
optimised feature selection and random undersampling
improved churn predictability across various performance
metrics.

Chen et al. [156] combined the Cox model with various
variable penalties such as lasso, smoothly clipped absolute
deviation, and minimax concave penalty to predict cus-
tomer churn in vehicle insurance companies using personal
information and behaviour data. Jiang [51] used a modified
multi-objective atomic orbital search and extreme learning
machine for feature selection in churn prediction. The
modified multi-objective search is guided by the principles of
quantummechanics, combining atomic orbital-like structures
to efficiently explore the multi-objective optimisation space.
Amin et al. [93] used a combination of genetic algorithm
and Naive Bayes to select the optimal set of features
for predicting churn in the telecommunication industry.
They compared their approach with several state-of-the-
art techniques and found that their method outperformed
the others. Similarly, Sadeghi et al. [108] used Principal
Component Analysis (PCA) and particle swarm optimisation
in combination with K-means algorithm to optimise the
initialisation of centroids and reduce the dimensionality of
a dataset. This approach aimed at enhancing the clustering
performance by finding the best centroids and reducing
the feature space. The synthesis of the feature selection
techniques for customer churn prediction is presented
in Table 4.

IV. PREDICTIVE MODELING FOR CUSTOMER CHURN
After pre-processing a dataset, the next step is to train
a data-driven model for customer churn prediction. The
effectiveness of this prediction depends on the data quality,
the choice of classifier and the hyper-parameters used to train
it [31]. Over the years, various modelling techniques have
been employed for churn prediction, ranging from simple

and interpretable to complex and less interpretable. Table 5
synthesises and compares the relevant modelling techniques
for customer churn prediction, while the following sections
discuss their strengths and limitations.

A. INTERPRETABLE LEARNING TECHNIQUES AND
MODELS
Interpretable models exhibit a higher degree of transparency
and explainability, making it easy for humans, for example,
to understand the reasons behind their specific predictions
or decisions [165]. Among interpretable learning tech-
niques, logistic regression and decision trees are commonly
employed for churn prediction due to their straightforward
functioning [31]. The weights (coefficients) associated with
each independent variable in logistic regression indicate
changes contributing to the prediction. In the case of decision
trees, exact decision rules can be extracted directly from the
tree structure, simplifying the interpretation process. The next
sub-sections provide a deeper review of interpretable learning
techniques and models for churn prediction.

1) LOGISTIC REGRESSION
Logistic regression is a widely adopted method and a de facto
industry standard for churn prediction [40]. Gattermann-
Itschert and Thonemann [84] used logistic regression with
L2 regularisation for churn prediction in the convenience
wholesaler industry. It was trained on multiple slices to
avoid overfitting and to make it more generalisable and
robust. Multiple time slices were generated for transactional
time-stamped data and combined into one training set.
A profit-maximising logistic regression was used in [138],
which directly integrated the profitability parameters into the
model construction. It was based on regularisation with lasso,
which maximised profitability during the training process
using a real-coded genetic algorithm. This approach yielded
optimal performance in profit-maximising, precision, and
recall on nine real-life datasets.

Coussement et al. [154] applied logistic regression
after data pre-processing to predict churn in the
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telecommunications industry and compared its predictive
performance with more advanced single and ensemble data
mining algorithms such as random forest, bagged CART,
J4.8 decision tree, multilayer perceptron, Naive Bayes,
radial basis kernel SVM and Stochastic gradient boosting
classifiers. They tested the impact of fine-tuning parameters
on the predictive performance of logistic regression in the
case of customer abandonment. They found that proper data
preparation and fine-tuning parameters significantly improve
predictive performance, making it competitive with advanced
models. They argued that developing an advanced model for
churn classification is not essential compared to an optimised
simple model, particularly with optimal data pre-processing
and preparation.

Kim et al. [63] compared logistic regression with ensem-
bles9 and deep learning.10 They concluded that there is
little relationship between the choice of predictive model
and prediction performance. In the game-based learning
dataset [166], logistic regression outperformed the random
forest classifier. Similarly, logistic regression showed com-
petitive performance with LightGBM and performed signifi-
cantly better than random forest on a financial dataset [167].
[109] applied logistic regression with a mixed penalty to
avoid overfitting, and their results showed that adding a
mixed penalty to logistic regression improves its performance
over simple logistic regression. Uner [103] applied binomial
logistic regression analysis to predict churn based on discrete
choice theory. Their objective was to find churning factors,
and their finding showed that customer service factors such
as call quality, billing and brand image affect both loyalty and
churn intentions.

2) DECISION TREES
Decision trees are another popular predictive learning tech-
nique in business analytics due to their high interpretability
by design [168] and robust rule extraction method. They
have been applied, for example, in future stock market
prediction and customer-related decision-making [169]. The
decision tree technique iteratively splits the instance space
into smaller subgroups by applying optimal criteria to classify
data into different classes, such as churners and non-churners.
It begins with a root parent node and recursively splits the
data into child nodes based on split criteria such as entropy,
impurity or information gain. This process continues until
no further splits are necessary, terminating at a leaf node.
Each node in a decision tree is represented by an attribute
and a condition for the split. Popular decision tree-based
learning techniques for churn prediction include the C4.5 and
C5.0 [143], [170]. These algorithms split instances based on
information and entropy, creating smaller subgroups. The tree
potentially grows to its full length before pruning to enhance
generalizability on unseen instances.

9gradient boosting, random forest.
10CNN and long short-term memory (LSTM).

Another variant of the decision trees is the Classification
and Regression Tree (CART). CART recursively splits
instances and records the impurity of the parent against
the child node to determine the goodness of the split (low
impurity indicates a good split). A parameter controls the
threshold for impurity, which determines the size of the tree
until the impurity is lower than the threshold. This technique
has been used, for example, by [144] to predict churners in the
telecommunications industry. Similarly, Al-Najjar et al. [143]
compared C5.0 with Artificial Neural Networks (ANNs),
Bayesian trees, Chi-square Automatic Interaction Detection
(CHAID) trees, and Classification and Regression (CR)
tree, demonstrating that C5.0 exhibited the best predictive
performance on a financial dataset. Alizadeh et al. [5] applied
five different decision tree variations (C4.5, C5.0, CART,
CHAID, and CTree) to extract churn behavioural rules from
a bank customer dataset. CTree yielded the best results
based on accuracy, F-measure, and ROC evaluation criteria.
After extracting rules from the decision tree, the behavioural
patterns of selected customers with churner behavioural rules
were compared using the change mining method and its
similarity measure. The method is used to analyse and extract
patterns or insights from changes in data over time. The
opinions of banking experts were also incorporated and
combined with the model’s predictions to obtain a final churn
score.

Although decision trees are the most common choice for
churn prediction [171], they cannot fully capture complex
nonlinear relationships among the features of a dataset [170].

3) NAIVE BAYES
Naive Bayes is a class of probabilistic classifiers based
on statistical learning based on Bayes’ theorem, assuming
independence among variables. Naive Bayes is a constrained
form of aBayesian network, assuming that predictor variables
make an independent and equal contribution to the outcome.
Amin et al. [172] used a Naive Bayes classifier to analyse
customer churn behaviour in the telecommunication industry.
They partitioned a dataset into upper and lower distancezones
based on distance values. Their findings showed that the
classifier exhibited high decision certainty and accuracy on
the data with greater distance.

Ullah et al. [101] analysed customer churn in the
telecommunication industry and compared the performance
of Naive Bayes with various other classifiers. Their findings
suggested that Naive Bayes was the worst-performing among
all classifiers. Similar results were observed in [173], where
Naive Bayes performed worst compared to eleven other
classifiers. On the contrary, Amin et al. [100] reported Naive
Bayes as the best-performing compared to the other employed
classifiers, including k-nearest neighbours (KNN), GBT,
single rule induction and deep learning for cross-company
churn prediction in the telecommunication sector. They
compared all models with and without data transformation
using log, boxcox, Z-score and rank-based techniques.
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B. NON-INTERPRETABLE MODELS
Non-interpretable models are complex models that lack
transparency in their decision-making mechanism. These
models are also known as black-box models because they are
not inherently interpretable, their decision-making procedure
is not understandable to humans, and their predictions are not
traceable or inferable by humans [165].

1) SUPPORT VECTOR MACHINES
Support Vector Machines (SVMs) are a set of learning
methods used for regression tasks, classification, and outlier
detection [174]. SVM separates two classes by drawing a
hyperplane called a decision boundary. It uses a kernel trick
to transform data and finds a decision boundary to segregate
and split it into different classes. SVMs are popular and
widely adopted due to fewer control parameters and the
ability to generalise the learning process [141]. In general,
SVM-based models have good predictive performance,
and they are promising for identifying customer churn
because they have been shown to perform better than Naive
Bayes, logistic regression, and decision trees [170], [175].
Vafeiadis et al. [170] compared ANN, decision tree, logistic
regression, Naive Bayes and SVMwith and without boosting,
the results revealed that SVM and its boosted version could
perform even better than ANNs. Kurtcan and Ozcan [42]
tuned the hyper-parameters of SVM using grey wolf opti-
misation. The resulting model was used to predict customer
churn in the telecommunication industry and compared with
several other classifiers, including logistic regression, Naive
Bayes, decision trees, and vanilla SVM. The results demon-
strated that the optimised SVM significantly outperforms the
other classifiers. However, these results are inconsistent with
those presented by [80] and [176], where findings show that
tunedANNs perform better than SVMs [80], andNaïveBayes
outperformed SVM model in terms of precision, recall, and
F-score [176]. Additionally, SVMs tend to perform poorly
on overlap classes. The SVM’s non-linear variant (kernel)
is often preferred but lacks full interpretability [38]. The
reasons for this poor performance include the reliance on
linear decision boundaries, sensitivity to outliers, and the
challenge of capturing the complex non-linear relationships
needed to accurately separate overlapping classes.

2) ENSEMBLE METHODS
Ensembles have shown to be effective in improving the pre-
dictive performance of customer churn. Ensemble learning
is a general meta approach that combines the predictions
of multiple models to produce better results. Ensembles
can be categorised as homogeneous or heterogeneous. The
former involves combining the same type of base models,
trained on different subsets of data or feature sets, such
as bagging and boosting or rotations ensembles. The latter
combines different base classifiers such as decision tree,
SVMandANN, but each is trained on the same data or feature
sets. Bagging and boosting-based ensembles have been

widely used for predicting customer churn [91], [157]. Tree-
based homogeneous ensembles are also commonly used for
customer churn prediction, including gradient-boosted trees
(GBT), random forest, Xgboost, and Adaboost, as shown
in Table 5. In this class of learning algorithms [165],
an ensemble of weak learners is applied, with decision
trees being a popular choice. Formally, a weak learner is
a classifier that achieves slightly better than 50% accuracy.
In random forest, multiple decision trees are combined
through voting, while boosted variants, such as GBT,
AdaBoost, and Xgboost, sequentially correct the errors of
previous trees. These strategies help minimise the risk of
overfitting and enhance predictive capacity.

In the context of mobile social games [118] and the
telecommunication sector [118], GBT has been found to
outperform other classifiers, which is consistent with claims
made in a different study [119] that GBT is popular
among ensembles due to its high accuracy and efficiency.
However, other studies [69], [76] found that random forest
outperformed seven other classifiers, including GBT, in the
telecommunication sector. Wahul et al. [177] compared
various ensemble methods and found that GBT had better
predictive performance than Adaboost, random forest and
stochastic gradient descent. Similarly, the random forest
technique outperformed decision tree C5.0 in a telecommu-
nication dataset [178], and logistic regression, SVM, and
xgboost on a banking dataset [179]. Also, [105] recommends
using the random forest for churn prediction in the telecom-
munication industry. In [180], authors developed an ensemble
of random forest and Adaboost for early churn prediction in
the telecommunication sector and compared the performance
with several other classifiers. Their results revealed that
RF-Adaboost outperforms all the other classifiers on several
evaluation metrics. Moreover, [68] compared ANN and
random forest models for classification and regression to
predict churn in similar industries using in-game activity data
and showed that random forest outperformed ANN.

In the financial sector, Lemos et al. [120] compared the
performance of logistic regression, KNN, SVM, elastic net,
decision tree, and random forest and reported that the latter
yielded the best results across various metrics. In the same
industry, random forest was reported as the best classifier,
outperforming other classifiers such as logistic regression and
SVM [76], [77], [94]. In a study by [94], which compared
over a hundred classifiers to predict customer churn in the
telecommunication industry, it was observed that regularised
random forest and bagging random forest achieved the
highest accuracy and area under the receiver operating
characteristics (AUC), respectively, and outperformed other
classifiers.

The effectiveness of tree-based ensembles for churn
prediction in the telecommunications sector has also been
demonstrated in studies such as [45], [46], and [65].
Also [181] compared the performances of five tree-based
ensembles, including Adaboost, GBT, xgboost, CatBoost
and lightGMB, and found that xgboost outperformed the
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FIGURE 6. Classifiers used and Winners between 2015 - 2023 (2024 is not included here as the year has just started. However, a similar trend is observed
with the prevalent use of ensembles and deep learning methods).

other classifiers. Similar results were reported in [127],
[182], [183], and [184], where Xgboost outperformed logistic
regression, SVM, random forest, KNN and other tree-based
techniques. Similarly, stochastic gradient boost (SGBoost)
outperformedKNN, logistic regression, and random forest on
a telecommunication dataset [185]. In contrast, [186] applied
xgboost to a telecommunication churn dataset, achieving
99% accuracy.

Hason et al. [145] employed ensemble ANN with the
Bayesian network and compared their results with several
other tree-based classifiers, concluding that random forest
and ensemble classifiers outperform the others. Also, [113]
proposed an ensemble by combining multiple bagging and
boosting classifiers to enhance the accuracy of churn predic-
tion without overfitting the model. The model selected the
three best-performing classifiers among regression, decision
tree, SVM, andANN in the bagging step. In the boosting step,
an associative classifier with an apriori algorithmwas applied
to increase the accuracy further. During testing, wrongly
classified instances from the bagging classifiers were fed into
the booster classifier using associative rules.

Similar findings were observed in [91], where authors
compared different bagging and boosting ensembles with
various other classifiers, demonstrating their superiority.
Similar results were also observed in [125], showing
that boosting-based ensembles, specifically Light Gradient
Boosting Machine (LightGMB), outperformed random for-
est, decision tree, SVM, and logistic regression on multiple
financial (banking) and telecommunication sectors datasets.

Bogaert et al. [31] compared the performances of several
standalone, homogeneous, and heterogeneous classifiers
using various evaluation metrics considering churn datasets
from different sectors. The results revealed that the het-
erogeneous combination had better predictive performance
and gradient-boosted models were highly ranked among
homogeneous ensembles in line with the finding observed
in [118]. Likewise, similar results were observed in [121]
where the light gradient boosting machine (GBM) outper-
formed the SVM, random forest and xgboost on a financial

dataset. Furthermore, the authors also improved light GBM
by adding a focal loss function to handle the class imbalance
problem that focuses on minority classes and difficult-to-
score samples. The loss function tries to balance positive
and negative classes to overcome the classification problem
of unbalanced data. AlShourbaji et al. [160] proposed an
ensemble of SVM and GBM, which uses SVM as a base
learner and decision trees as weak learners in the GBM’s
structure. Themodel’s hyperparameters were optimised using
a modified version of particle swarm optimisation, and
the results were compared with SVM and GBM on seven
churn datasets. The findings indicated that the proposed
model exhibited significantly better predictive performance
compared to other classifiers.

In [112], the predictive performance of standalone and
ensemble classifiers was compared on telecommunication
datasets. Boosting tree ensembles outperformed standalone
classifiers, leading to the proposal of a two-layer new
classifier. The first layer consists of two blocks: the first
comprises four classifiers (KNN, Naive Bayes, logistic
regression, and RF), and the second includes four ensembles
(Xgboost, cat boost, GBT, and extra tree). Soft voting is
performed within each block, and the outputs are further
combined in second block using another soft voting. Findings
demonstrated that the ensemble of classifiers outperformed
the individual classifiers.

De Caigny et al. [35] proposed a hybrid11 predictive
technique called the logit leaf model and tested it on fourteen
different datasets from financial, telecommunication, energy,
newspaper, and DIY supplier services. The primary idea
behind this approach was to train various models on different
data segments instead of the entire dataset, assuming that
it could result in better predictive performance. This hybrid
learning technique works in two phases: segmentation and
prediction. In the first stage, the technique creates decision
rules for customer segmentation that identify homogeneous

11Ensemble methods work independently to vote on an outcome while
hybrid methods work together for prediction.
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customer segments. In the second stage, logistic regression
is applied with a forward variable selection method for
each segment at the terminal node. The decision to develop
the logit leaf technique stemmed from the interpretability
and predictive performance offered by both the decision
tree and the logistic regression. This hybrid technique was
shown to have better predictive performance than its baselines
(logistic regression and decision tree) and is at least as good
as advanced ensemble methods such as random forest and
logistic trees [35].

In summary, ensembles are generally more efficient than
simpler models but often lack interpretability [187], [188].
To mitigate this, post-hoc or ante-hoc methods are often
employed [129]. There are limited works dedicated to the
interpretability or explainability of ensembles such as Spline-
rule ensemble [38], logit-leaf model [35] and SHapley
Additive explanations (SHAP) [125], [130], [148], [189] in
the context of churn prediction.

C. DEEP LEARNING
Several recent studies have used deep learning techniques
to analyse customer churn [110], [123], [145], [190],
[191], [192]. Despite their effectiveness in training highly
accurate models, these techniques lack interpretability due
to the vast number of parameters and the long chains of
non-linear transformations involved. This complexity makes
the compression of how input data is mapped to the output
difficult.

Khodabandehlou et al. [80] demonstrated that deep learn-
ing outperformed SVM and decision tree C5.0 in predicting
customer attrition on a food industry dataset. In the financial
sector, deep learning outperformed random forest and
SVM, showing significant performance improvement of 11%
and 15% respectively [123]. Similarly, [193] demonstrated
that deep learning outperformed various other standalone
and ensemble classifiers on telecommunication datasets.
Also, [161] proposed hybrid probabilistic possibilistic fuzzy
C-means clustering (PPFCM) along with ANN to anticipate
customer abandonment in telecommunication industry. In the
training phase, PPFCM was used to cluster the training data
into clusters known as the cluster training set. Then, separate
ANNs were trained on each cluster for the classification.
Following the training process, the test datawas also clustered
similarly into a cluster test set. In the test phase, the
corresponding nearest ANN classifier was selected based on
the maximum similarity between the cluster training set and
the cluster test set. The performance of PPFCM clustering
was compared with various other classifiers, including K-
means clustering, fuzzy C-mean, Possibilistic C-means and
Possibilistic fuzzy C-means clustering techniques, resulting
in the highest with the lowest error. Then, the ANN was
trained using the Levenberg–Marquardt (LM) algorithm, and
the performance was compared against other standalone and
hybrid classifiers, demonstrating it was the highest.

Ahmed et al. used a pre-trained CNN model from
ImageNet data to classify telecommunication datasets [102].

To do this, they transformed one-dimensional feature vectors
into two-dimensional images. In these images, each row
represented a day, and each column represented a specific
type of behaviour, such as time and duration of calls,
voice mails, international calls, and recharge. The authors
fine-tuned the pre-trained model using transfer learning to
improve classification accuracy. Also, in the financial sector,
Wangperawong et al. transformed time-varying features into
images and then applied CNN to effectively predict customer
churn [162]. Khodadadi et al. [124] used Recurrent Neural
Networks (RNN) for churn prediction in advertisement
sector, and [75] applied different architectures of deep learn-
ing, namely RNNs and Transformers, using time-varying
RFM features, and reported dominance of RNNs. Similarly,
Ramesh et al. [142] found that ANN performed better than
tree-based models, Naive Bayes and KNN. Additionally,
[194] proposed a hybrid deep learning architecture by
combining CNN and Bidirectional LSTM. They compared its
performance with Bidirectional LSTM, RNN, KNN, decision
tree, SVM, and bagging- and boosting-based ensembles. The
findings revealed that the hybrid model outperformed all the
other models, suggesting that deep learning can significantly
improve the development of predictive models with higher
accuracy compared to traditional machine learning methods.

Besides various deep learning architectures, optimisation
techniques have played a crucial role in improving the
performance of deep learning models. Mirza et al. [87]
used a deep canonically correlated autoencoder for churn
prediction and optimised its hyper-parameters using deer
hunting optimisation. The intuition behind deer hunting
optimisation involves mimicking the foraging behaviour of
deer to iteratively optimise solutions in search spaces through
a combination of exploration and exploitation strategies.

Similarly, [195] optimised parameter tuning of a deep
neural network using the Bat optimisation, which draws
inspiration from the echolocation behaviour of bats where
virtual bats explore and exploit a search space using
echolocation-inspired movements. Also, [140] optimised the
weight of the deep convolutional neural network using a
hybrid of firefly-spider optimisation and spider monkey
optimisation, with recursive feature elimination for feature
selection. The intuition behind the hybrid optimisation is
that it combines the light-attracting dynamics of fireflies
and the intelligent foraging behaviour of spider monkeys,
aiming to create a synergistic optimisation approach that
leverages their strengths for improved performance in
search spaces. Similarly, [159] applied elephant herding
optimisation to optimise the parameter tuning of RNN
for telecommunication churn prediction. The idea behind
elephant herding optimisation is that it harnesses the col-
lective intelligence and cooperative behaviours of elephant
herds through collaborative exploration and exploitation
of the search space. In another study, [158] optimised
the parameter of stacked bidirectional LSTM using an
improved gravitational search optimisation algorithm. The
optimiser mimics the gravitational forces between masses
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in physics, using attractive and repulsive forces to simulate
the movement of solutions in the search space, aiming for
optimal solution convergence. The authors [158] compared
the result of their optimised RNN with CNN and simple
RNN, showing that optimised RNN significantly outperforms
CNN and RNN on all three metrics: precision, recall, and
F-measure.

Rodan et al. [196] proposed a neural network ensemble
with negative correlation learning in the telecommunications
sector. They compared the performance of their approach
with fifteen other classifiers and showed superior perfor-
mance of the proposed ensemble on three metrics: prediction
accuracy, hit rate, and actual churn rate. Moreover, the result
also showed that AdaBoost, SVM, and bagging performed
competitively with the ensemble methods, whereas Naive
Bayes showed the worst performance. Similarly, in [134],
transformers and their various variations were compared
with SVM, logistic regression, Naive Bayes, and multilayer
perceptron on a security churn dataset, revealing that
transformers outperform the other classifiers. Also, [152]
applied deep feedforward neural networks with the Block
Jacobi SVD algorithm for customer churn prediction in
a cloud environment,12 demonstrating that deep learning
outperforms decision tree, logistic regression, random forest,
xgboost, and Naive Bayes on accuracy, recall, precision, and
recall.

Although deep learning has shown promise in developing
models for churn prediction, they often lack interpretability,
making it difficult to understand their inferential process.
The lack of transparency to provide direct insights to support
human understanding also limits their adoption for churn
prediction [189]. As a result, recent research has focused
on mitigating these issues. Liu et al. [197] have developed
an interpretable deep learning model for churn prediction
in mobile social applications. They used LSTM, a variant
of RNN that processes long-term dependencies in time
series data. An attention-based mechanism highlighted the
important features that most contributed to a particular
prediction. Other methods, such as partial dependency
diagrams [129], [198], feature Importance [129], Local
Interpretable Model-agnostic Explanations (LIME) [129],
[199], and SHAP [126], [189], [199] have also been proposed
to enhance interpretability and support the explanation of
deep learning models for churn prediction.

Recent years have seen an abundance of strategies for
churn prediction, including various machine learning clas-
sifiers, survival analysis, regression analysis, and statistical
approaches [139]. Besides this, factors such as the selection
of features, the underlying modelling approach, and the
specific data used for training can all lead to significantly
different outcomes. Moreover, pre-processing and sampling
techniques [68] and the definition of churn itself [85] have
notable impacts on model performance. To be precise,

12Also, the model was hosted on a cloud environment, allowing users to
access the model from anywhere with an internet connection.

with so many options in the end-to-end prediction model
architecture (see Figure 5, selecting an appropriate model can
be challenging [200].

To tackle this challenge, it is essential to stay up-to-
date on the latest trends. Figures 6a and 6b demonstrate
the annual trend of baseline classifiers and winning models
reported in the literature from 2015 to 2023, respectively. The
trend highlights that interpretable, non-interpretable and deep
learning-based approaches have been increasingly adopted
in recent years. Notably, most churn prediction models were
developed using deep learning, which are non-interpretable
models. Also, among non-interpretable models, homoge-
neous and heterogeneous ensembles are consistently adopted
more than other standalone non-interpretable models.

Predictive performance of deep learning techniques has
shown improvement from 2015 to 2023, with a slower
trend from 2015 to 2020, followed by a sharp improvement
thereafter. In 2023, the trend suggests a growing preference
for deep learning techniques, which, when incorporated
among the baseline models, are more likely to emerge as
winners than non-interpretable models, including ensem-
bles. Reported winners are typically determined based
on evaluation metrics such as accuracy, F-score, LIFT,
expected maximum profit, and AUC. A summary of relevant
literature reviews, including objectives, methodology, feature
selection, sampling strategies, and remarks, is provided in
Table 6.

V. MODEL VALIDATION
After building a prediction model, the next step is to evaluate
its predictive performance. Model validation is the process of
estimating the effectiveness of a model’s prediction ability
over unseen data. A straightforward principle of model
validation is to split the data and hold some data for
validation. The hold data that is not used during training
is used to evaluate the model’s predictive performance. The
model’s efficacy can be measured based on various matrices
such as accuracy, precision and recall. In this section, we will
discuss different ideas and techniques related to model
validation.

A. CROSS-VALIDATION AND TEST DATA
1) CROSS-VALIDATION
Cross-validation (CV) is a commonly used sampling method
to evaluate the generalisability of a model over a dataset [15].
Its core principle is to use all available data to train and test
the model. Examples of CV techniques are K-fold CV and
Monte Carlo CV.

• K-fold cross-validation - In this technique, a dataset
is randomly divided into K subsets of equal size.
Each subset is held out once as a validation set, while
the rest of the data is used to train the model. For
example, Moeyersoms et al. [33], [69] used 10-fold CV,
whereas Höppner et . [37] performed five replications
of 2-fold CV (5 × 2) on the training set, with each
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fold stratified according to the target feature. Leave-
one-out CV was also used in [151]. Leave-one-out
CV is an extreme version of a K-fold CV, where a
model is trained and evaluated for each single instance
in the dataset. However, this variation of K-fold CV
carries maximum computational complexity. While K-
fold cross-validation is known for its low variance
but higher bias, it aids in mitigating overfitting by
dividing the data into distinct subsets. Despite its
advantages, K-fold CV has some limitations, including
its computational demands stemming from training and
testing the model multiple times. Additionally, it might
not be suitable for certain types of data, such as time
series or spatial data, where the order or location of
observations plays a crucial role. If the data distribution
across folds is uneven, it could introduce bias into the
evaluation process.

• Monte Carlo cross-validation - In this technique,
a dataset is randomly split into two subsets, with
one used for training a model and the other for its
validation. This splitting process is repeated many times
independently. Vafeiadis et al. [170] used the Monte
Carlo cross-validation sampling strategy in the churn
prediction problem. Unlike K-fold CV, where each
instance in the dataset is tested only once, and the
number of partitions is limited by K , Monte Carlo CV
tests each instance arbitrarily, so a large number of
partitions are possible. This method has low variance
but high bias, and the limitation of this method is that
a particular instance could be left while some instances
could be repeated.

2) TEST DATASET
It’s a common practice to split the data into 80% training
and 20% test data [201]. In data science, a typical split is
two-thirds of the data for training and one-third for test [202].
Several authors in the literature, such as Höppner et al. [37],
[77], [120], have successfully employed the test dataset to
obtain out-of-sample performance estimates (holdout sample
or test data) and validate the effectiveness of their churn
prediction models.

B. EVALUATION METRICS
Once the dataset is split into training and validation sets,
the model’s performance is evaluated on the validation13 set
using different metrics that assess the predictive accuracy of
the churn prediction model, as outlined below.

1) ACCURACY
Accuracy is the most common evaluation criterion [45],
[203], [204]. It measures the percentage of correctly predicted
instances, which means it is the ratio of accurate predictions

13test set or the crossfold held out set.

to the total number of predictions.

Accuracy =
Accurate predictions

Total number of predictions
(1)

While widely accepted, accuracy does not take into
account the class membership probabilities14 of the predicted
class [98]. Moreover, it is not a preferred choice in the case
of class imbalance [196] between churners and non-churners,
which is very common in the task of churn prediction [95].
Accuracy can be biased towards the majority class on highly
imbalanced datasets. For instance, if a dataset has 90% non-
churner and 10% churners, the model can achieve 90%
accuracy by predicting every instance as a non-churner.

2) PRECISION
Precision is a metric that operates over a single class. In churn
prediction, it is commonly used to measure the ratio of
correctly predicted churns (true positives) to the total number
of predictions classified as churn (true positives + false
positives) [37], [45], [59].

Precision =
True positive

True positive + False positive
(2)

3) SENSITIVITY
Sensitivity, also called recall, measures a model’s ability to
predict the presence of overall churns in the dataset. It is
the ratio of correctly predicted churns to the total number of
churns available in the dataset. In other words, the churns
predicted as churns are the true positives, while churns
predicted as non-churns are the false negatives. Several
studies [11], [45], [79], [101], [172] have used recall to
compare the model’s ability to detect a maximum number of
churners over non-churns. This is because detecting churners
to the maximum number is considered a major concern
for businesses, even if the classifier wrongly predicts some
non-churners as potential churners.

Sensitivity =
True positive

True positive + False negative
(3)

4) SPECIFICITY
Specificity measures a model’s ability to predict the presence
of overall non-churns in a dataset. It is the ratio of correctly
predicted non-churns, which are true non-churns predicted as
non-churns (the true negatives) to the total number of non-
churns, that means the true non-churns predicted as non-
churns (the true negative and the false positives.

Specificity =
True negative

True negative + False positive
(4)

Sensitivity and specificity are often inversely related;
if sensitivity increases, specificity decreases and vice versa.
Sensitivity denotes how many churners are correctly iden-
tified as churners, whereas specificity denotes how many

14i.e., the predicted confidence score obtained from the classifier for an
instance belonging to a specific class.
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non-churners are correctly identified as non-churners by
the model. Higher sensitivity means that there are fewer
false negative results. On the other hand, higher specificity
indicates fewer false positives.

5) THE RECEIVER OPERATING CHARACTERISTICS AND THE
AREA UNDER ITS CURVE
The receiver operating characteristics (ROC) and the area
under its curve (AUC or AUROC) are commonly used
evaluationmetrics in the churn prediction literature [30], [35],
[36], [65], [71], [84], [100], [122]. These metrics provide an
objective and systematic way to assess classifier performance
without requiring a specific classification threshold value,
as multiple values are tested [37]. It is a function of sensitivity
to the inverse of specificity.

ROC =
Sensitivity

1 − Specificity
(5)

A ROC curve is plotted as a function of sensitivity on the
y-axis and the inverse of specificity on the x-axis. A value of
1 indicates that the model can effectively distinguish between
churn and non-churn customers, whereas deviations from this
indicate a decline in performance. Unlike accuracy, ROC is
more suitable for imbalanced datasets, as the AUC measures
the classifier’s ability to distinguish between churn and
non-churn classes based on membership probabilities [205].
The AUC summarises the overall performance of a classifier
for all possible cutoffs, making it a widely used metric
in churn prediction. However, when the data is severely
imbalanced, ROC is biased towards the majority class, which
is a common issue in churn data [95], [206]. Therefore,
it is important to consider other evaluation metrics in
conjunction with ROC/AUC to ensure the effectiveness of
churn prediction models.

6) LIFT CHART AND LIFT INDEX
Lift is a crucial concept in churn analysis that helps categorise
customers based on their likelihood to churn. This places
customers with higher probabilities of churning in the top
segment [35]. The lift of a target group reflects the higher
proportion of customers who actually drop the service when
compared to the whole population of customers. For instance,
if 2% percent of customers drop the service, and within the
group identified as ‘‘churners’’, 8% drop the service, then the
lift is 4.

Lift is a commonly used metric in churn studies, especially
in marketing [15], [31], [95], [207], as it helps allocate
marketing budgets proportionately to the customers who are
more likely to churn [2]. Lift has two alternative variations:
the top decile lift and the lift index. The top decile lift
segments the highest-risk customers based on the predicted
churn probability and arranges the records into deciles
according to their prediction score to churn. The top-decile
lift metric captures how the occurrence among the top 10% of
customers with the highest model predictions contrasts with
the overall sample occurrence. Let us assume a company is

interested in the top 10% of customers who are at the highest
risk of churn based on churn scores. The top decile lift then
equals the ratio of churners in the top decile (D10%) ordered
by churn score to the total churn rate in the entire dataset (DS).

Top− decile Lift =
D10%

DS
(6)

When the lift value is higher than 1, it shows a higher
density of churners in the top decile. On the other hand, the
lift index is the weighted index of the correctly predicted
churners, ranked by their posterior churn probability. Let S
be a ranked list of customers based on churn score, then the
lift index is calculated as:

Lift Index =
1.0 × S1 + 0.9 × S2 + . . . . . . + 0.1 × S10∑10

i=1 Si
(7)

where Si is the number of churners in the ith decile of the
list S, and its range is between 0.5 and 1. An optimal lift index
is 1 with S1 =

∑10
i=1 Si if the churn rate is lower than 10%,

whereas 0.5 indicates the selection of a random customer as
a churner.

While ROC curve analysis and lift-based methods are
widely used in the churn literature [95], they do not consider
the cost and expected profit of a retention campaign.
Therefore, it is important to consider other factors when
making decisions about marketing strategies and customer
retention.

7) PROFIT-MAXIMISING METRICS
For a business, profit is the ultimate goal. To achieve
this, churn prediction strategies need to adapt by applying
profit-based metrics instead of conventional classification
and evaluation methods [208]. While the accuracy of
predictive models is an essential factor, businesses need to
approach churn models from a financial point of view.

Profit-based performance metrics were first proposed by
Verbeke et al. [209] to measure the effectiveness of a
classifier by considering the profitability of a customer
retention campaign. Specifically, they evaluate a classifier’s
performance while considering the cost and expected returns
on a retention campaign. Profit-basedmetrics target a fraction
of customers α with a high churn risk. These targeted
customers are contacted, incurring an individual cost of c,
and are offered monetary incentives. The cost of monetary
incentives is d only incurred when the offer is accepted. Only
a fraction of customers γ in ‘‘true would-be churners’’15 (i.e.
with high lift) will accept the offer and stay, whereas all the
‘‘false would-be churners’’16 will accept the offer since they
had no intention to churn [209].

The benefit of retaining a customer is their customer
lifetime value (CLV), which is usually higher than the cost of
monetary incentives (d) and the cost of contact (c). Sending

15correctly classified as churners, or true positives.
16incorrectly classified as churners, or false positives.
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TABLE 5. Algorithmic comparison of relevant studies for customer churn prediction (*BT = Boosting trees, DT = Decision tree, LR = Logistic regression,
RF = Random Forest, NB = Naive Bayes).
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TABLE 5. (Continued.) Algorithmic comparison of relevant studies for customer churn prediction (*BT = Boosting trees, DT = Decision tree, LR = Logistic
regression, RF = Random Forest, NB = Naive Bayes).

incentives to non-churners has no benefit, nor contacting the
fraction 1 − γ ‘‘true would-be churners’’ who did not accept
the offer. The total profit of the retention campaign can be
expressed as:

Pc(t; γ,CLV , ϕ, φ) = CLV (γ (1 − ϕ) − φ)λ0F0(t)

−CLV (ϕ + φ)λ1F1(t) (8)

Here, ϕ =
d

CLV andφ =
c

CLV .Pc is the profit of the retention
campaign, t is the classification threshold, and γ is the
probability of targeted ‘‘true would-be churners’’ who accept
the offer. λ1 and λ0 are the prior probabilities of the customer
as churner and non-churner, respectively. F1(t) and F0(t)
are the cumulative distribution functions for churners and
non-churners. The following are the two profit-maximising
criteria:

• Maximum Profit Criterion (MPC) - It can provide the
maximum profit for a retention campaign for a churn
prediction model by selecting the optimal target group
size Nα.

MPC = max
t
Pc(t; γ,CLV , ϕ, φ) (9)

All the parameters in MPC are deterministic except the
probability of true churners γ accepting the offer. There-
fore, Verbraken et al. in [210] proposed the Expected
Maximum Profit Measure (EMP), a probabilistic metric
for customer churn.

• Expected maximum profit (EMP) - It is an extension
of MPC, which assumes that the probability of true
churners γ who accept the offer is a random variable

that follows the beta distribution.

EMP =

∫
γ

Pc
(
T (γ );CLV , ϕ, c

)
.h(γ )dγ (10)

Here, h(γ ) denotes the probability density function
for γ , and T(γ ) is the optimal threshold that maximises
the profit for a given value of γ .

Profit-based metrics such as MPC and EMP are used to
determine the most effective predictive model for a business
by considering profitability. They are designed to overcome
the limitations of conventional performance metrics and are
used to assess the performance of a classifier that maximises
profitability and retention of profitable customers [31], [37],
[79], [209]. Unlike the AUC, which measures the overall
performance of a classifier, profit-based metrics evaluate a
segment of customers that maximises the profit of a retention
campaign. This approach is particularly useful for businesses
looking to improve their retention campaigns by targeting
their most profitable customers.

VI. GAP ANALYSIS AND RECOMMENDATIONS
This article provides a comprehensive guide for practi-
tioners (such as marketing strategists, data analysts, and
team members from the marketing analytics and business
intelligence division), offering an in-depth review of machine
learning approaches for customer churn prediction. The
review synthesises understanding of the subject by surveying
212 articles, including 185 primary studies published from
2015 to January 2024, and drawing context from 27 sup-
portive articles. This encompasses a detailed exploration of
feature engineering, feature selection, model development,
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TABLE 6. Summary of relevant literature reviews and their contributions to customer churn prediction.
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TABLE 6. (Continued.) Summary of relevant literature reviews and their contributions to customer churn prediction.
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TABLE 6. (Continued.) Summary of relevant literature reviews and their contributions to customer churn prediction.

and evaluation metrics, particularly emphasising the inte-
gration of profit-based measures for evaluating predictive
performance. The key areas this review has focused on are
summarised as follows.

The first focus was exploring the features relevant to churn
prediction across diverse industries, with insights into the
processes of their engineering and selection.

The second focus was understanding the trend behind
machine learning methods and techniques in customer churn
prediction.

The third focus was reviewing and synthesising which
metrics are used for evaluating machine-learned models for
churn prediction.

While reviewing the literature from the aforementioned
angles, the following critical gaps have come to light,
demanding attention while developing models for churn
prediction.

1) Limited availability of up-to-date public datasets -
Most of the existing datasets are rather old or pri-
vate [211]. The former issue hampers the construction
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of churn prediction models with up-to-date features.
The latter issue does not allow the construction of
replicable models, therefore affecting comparisons
across studies.

2) Lack of consensus for feature-set - Some studies
suggest using behavioural features. In contrast, other
studies suggest using customer feedback and net-
work features while developing a churn prediction
model [11].

3) Lack of consensus for classifiers - There is a lack
of consensus on the adoption of classifiers as there
is a wide range that has been used in the literature.
While some studies suggest using simple classifiers
such as regression and decision trees, other studies
show ensembles and deep learning models have better
performance. Also, the models often lack generalisa-
tion across industry domains [106].

4) Drawbacks of traditional evaluation metrics - Evalua-
tion metrics such as accuracy, precision, recall and the
ROC curve do not embed information about individual
customer profitability. Acknowledging that not all
customers hold equal value, these traditional machine
learning-based metrics are insufficient to evaluate
churn prediction models. This is because, for example,
they do not consider the proportionate loss in profits
due to distinct individual churn [70], [203].

5) The tradeoff between model performance and its
explainability - Ensembles and deep learning-based
approaches have proved helpful for building highly
performant models. However, they lack interpretability
and transparency. Therefore, further research is needed
to develop explainable churn prediction methods,
techniques, and models [212].

Here are refined recommendation for addressing the
identified gaps:

1) Creation of novel public datasets - To prioritise devel-
oping up-to-date, high-quality public datasets, com-
panies should focus on data anonymisation, ensuring
privacy and compliance with relevant data protection
laws and regulations. Establish clear data governance
practices to ensure accountability, transparency, and
responsible use of the shared datasets. Also, provide
detailed documentation accompanying the dataset,
including information on data sources, processing
methods, and any transformations applied.

2) Integration of feature-sets -Whilemodelling churn pre-
diction, it is recommended i) To combine behavioural
features with demographics and ii) to incorporate
information about social interactions and communica-
tion graphs of customers to model the influence of
social circles iii) to consider customer feedback and
perception on product or services to capture customers
experiences, concerns, and their level of satisfaction.
Analysing feedback allows the identification of spe-
cific issues or areas of improvement.

TABLE 7. The list of the abbreviations used in this article.

3) Prioritise key notions on machine learning - Instead of
building a consensus on classifiers, researchers should
focus on selecting the appropriate classifiers according
to the underlying data, size, and shape. Similarly, they
should prioritise the notions of model generalizability,
the issue of the curse of dimensionality, underfit-
ting/overfitting and the issues behind class imbalance.
Generally, the class of ensembles and deep learning
perform better than simple methods, which is also
evident from Figure 6.

4) Design modelling techniques with profit-based metrics
- To incorporate profit-based metrics like Maximum
Profit Criterion (MPC) and Expected Maximum Profit
(EMP) into existing model techniques. This is crucial
for developing churn prediction models tailored to
retention efforts and maximisation of profitability.

5) Adoption of explainable methods - To use explainable
methods from eXplainable AI (XAI) [188] for the inter-
pretation of churn prediction models. This can support
the computation and analysis of feature importance,
discover bias within data, and help deliver transparent
explanations to stakeholders, increasing trust.

APPENDIX
See Tables 5–7.
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