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Survey of Routing Techniques-Based Optimization
of Energy Consumption in SD-DCN

Mohammed Nsaif1, Gergely Kovásznai2, Ali Malik3, Ruairí de Fréin3

Abstract—The increasing power consumption of Data
Center Networks (DCN) is becoming a major concern for
network operators. The object of this paper is to provide
a survey of state-of-the-art methods for reducing energy
consumption via (1) enhanced scheduling and (2) enhanced
aggregation of traffic flows using Software-Defined Networks
(SDN), focusing on the advantages and disadvantages of
these approaches. We tackle a gap in the literature for a
review of SDN-based energy saving techniques and discuss the
limitations of multi-controller solutions in terms of constraints
on their performance. The main finding of this survey paper
is that the two classes of SDN-based methods, scheduling, and
flow aggregation, significantly reduce energy consumption in
DCNs. We also suggest that Machine Learning has the potential
to further improve these classes of solutions and argue that
hybrid ML-based solutions are the next frontier for the field.
The perspective gained as a consequence of this analysis is
that advanced ML-based solutions and multi-controller-based
solutions may address the limitations of the state-of-the-art,
and should be further explored for energy optimization in
DCNs.

Index Terms—Data Center, Software-Defined Networking,
Integer Programming, Power Consumption, Energy, Routing.

I. Introduction
The power optimization increasingly attracts many

researchers in different sectors of wire and wireless net-
works [1]–[4]. Specifically, large-scale alternatives to fossil
fuels that are secure, affordable, and low-carbon are
lacking globally. The connection between access to energy
and greenhouse gas emissions is the aspect of energy that
receives the most attention. On one hand, Europe’s energy
grid is facing an unparalleled crisis [5]. Since early 2021,
wholesale costs of electricity and gas have increased by as
much as 15 times, which has had devastating consequences
on both individuals and companies. On the other hand, the
huge demand for information services nowadays is causing
a dramatic increase in the usage of Data Center Networks
(DCN) around the globe. As a consequence, 1 % to 1.5
% of worldwide power consumption is attributed to data
center energy usage [6]. According to [7], the increase in
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power consumption in DCN has been 56% between 2005
and 2010 and it is expected to continue to increase in
the future. Current estimates suggest that by 2020, the
energy consumption of DCN in the US exceeded 139 billion
kWh, and that interconnection devices (switches and links)
consumed from 10 % to 20 % of the total energy [8].
The need for building effective network solutions in terms
of energy usage and latency has expanded tremendously
due to Industry 4.0’s and the IoT’s rapid development.
Alternative techniques are required to address the power
consumption issue in DCN. Software Defined Networking
(SDN) is a new networking paradigm which can address
power consumption. Compared to the legacy network
architecture, SDNs have been effectively implemented in
a variety of domains to satisfy the needs of the smart
industry [9]. It is characterized by physically decoupling
the control and data planes. The logically centralized
SDN controller orchestrates the policy of the forwarding
elements residing on its domain. The advantages of SDN
has led to the incorporation of its architecture into a
wide range of solutions. For instance, SDNs demonstrated
promising results in optimizing the networks power con-
sumption [10]. The term Software-Defined Data Center
Networks (SD-DCN) emerged due to the employment of
SDN to address various DCN issues such as the energy
consumption. There are a number of studies that employed
SDN in data centers to enhance the network management
in general and to lower the power consumption.

This paper surveys the energy efficiency potential of
SDN in enhancing power utilization through the optimiza-
tion of traffic-aware features of DCNs. SDN has emerged
as a critical paradigm for achieving the Network Resource
Optimization (NRO) and for dynamically optimizing the
network based on load and state. This is the most
common carrier application as it optimizes the network
using the near-real-time state of traffic, topology, and
equipment. NRO uses a variety of southbound protocols
(for example, NETCONF, BGP-LS, or OpenFlow) de-
pending on the underlying network [11]. According to the
literature, researchers address the problem by considering
both hardware and software enhancement. In brief, the
energy-saving technologies of hardware focus on frequency
scaling techniques (i.e., changing clock frequencies). The
motivating idea is that the power is consumed is a function
of the working clock rate [12]. In the same context, other
researchers optimize power consumption performance by
consolidating multiple Virtual Machines (VM) in one
physical machine [13]. Quality of Serivce (QoS) is upheld
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in these approaches by imposing multiple constraints.
Routing-aware approaches have appeared in recent years.
DCN topologies (i.e., fat-tree, Bcube, etc) come with rich
connections and can achieve high network performance
by balancing the workload of the DCN, however, such
structure of the DCN topology wastes energy since traffic
volume is not proportional to energy consumption of DCN
equipment, especially in the traffic valley time [14].

This paper reviews software-based energy-efficient so-
lutions in the form of subcategories of the traffic-aware
approaches. The structure of this paper is organized
as follows. We start by classifying data center routing
optimization methods and by showing the advantages and
disadvantages of each technique in Section II. Then, we
discuss the open challenges for the existing implementa-
tion approaches along with the potential future directions
in Section III. Finally, we provide our conclusions in
Section IV.

II. Routing Optimization Techniques
Power consumption of SDN-based DCN routing mech-

anisms depend on the mode of operation of the set
of switches that forward the flows between sources and
destinations. Power consumption of DCN switches can be
measured in two ways: dynamic, which measures the power
consumption of active links, and static, which measures
the sum of power consumed by components such as chassis,
fans, and switching fabric. We adopt the following notation
conventions. An directed weighted graph, G = (S,E),
models the network topology. The vertex-set is denoted
by S = {s1, s2, . . . , sn}, and the edge-set is denoted by
E ⊆ {eij | si, sj ∈ S}. The i-th switch is denoted as si
and represents an OpenFlow switch. The primary function
of each switch is to facilitate the routing of information
through the path determined by the network controller.
In the graph, G, every edge represents a link, and the
link connecting the i-th and j-th switches is identified by
eij . Network links can exist in either an active (ON) or
inactive (OFF) state. We use binary variables, denoted
by Lij , to indicate the current state of network links. The
variable Lij is 1 if the link connecting switches i and j is
active. This means that it can transmit packets between
two ports. Conversely, Lij is 0 if the link is inactive. In
practice, each link consists of two ports, a sending port
and a receiving port. Therefore, when designing power-
efficient routing the working ports of each link should
be considered. Similarly, the variable, ℓi, is set to 1 if
the switch is active and 0 if the switch is inactive. The
Network Power Consumption (NPC) is given in (1).

NPC = Sp

∑
si∈S

ℓi +Dp

∑
eij∈E

Lij . (1)

Eqn. (1) relates the NPC to ℓi and Lij , which denote
the state of a corresponding switch, si, and link, eij , i.e.,
whether they are turned on or off. The variables Dp and
Sp denote whether the power consumption is dynamic or
static, respectively.

The authors analyzed the traffic of a wide range of
DCN network datasets belonging to different layers of
DCN topologies in [15]. The results reported in this paper
showed that the link utilization was low and varied from
one layer to another. The low-utilization links motivated
researchers to propose new approaches that were more
energy-aware than commonly used routing algorithms
(e.g., Equal Cost Multiple Path (ECMP)). To address
this problem, two types of methods have been proposed:
(1) flow aggregation techniques and (2) flow scheduling
techniques.

A. Flow Aggregation Techniques
Flow aggregation techniques consolidate data flows into

a smaller set of links and switches that are sufficient
to support existing data traffic demands, subject to a
tolerance to a certain level of delay, packets loss, etc.
To achieve minimum power consumption for a specific
traffic matrix, switches and ports that are being used
unnecessarily are put into sleep or shutdown mode. Fig. 1a
shows how three flows share one link fairly based on
the Transmission Control Protocol (TCP) sharing scheme.
The disadvantage of these techniques is that using only
a subset of the switches and links, a sub-topology, may
result in performance degradation, which is typically
characterized by a QoS measure. This QoS measure may
indicate the significance of increases in delay time (i.e., due
to computational complexity of the output solutions), or
the extent to which links with higher utilization become
overloaded and more susceptible to unplanned failures [16].
Balancing between the level of energy consumption and
routing techniques that meet a desired QoS is of great
importance. Next, we introduce and discuss the concept
of flow aggregation.

1) Elastic-Trees: Need for Correlation-aware Power Op-
timization: The first analysis on Elastic-Trees (ET) was
published in 2010 [17] by researchers from Deutsche
Telekom and Stanford University. They considered three
optimization techniques: Linear Optimizers (LO), Greedy
Optimizers (GO), and ET. All of these optimizers work
to consolidate traffic into a small subset of links that can
handle the traffic volume. The results showed that LO are
the worst due to their high computational complexity and
time cost when the number of switches is high, while ET
outperformed GO and improved link switch utilization.
The authors evaluated ET using both simulations and
experiments on a real network. They found that com-
pared to traditional network architectures it could save
significant amounts of energy. However, the study did
not consider the correlation between flows. To address the
high correlation between flows, the CARPO (CoRrelation-
aware Power Optimization) algorithm in [18] aiming to
reduce energy consumption in a DCN, dynamically con-
solidated traffic flows on a small set of links and switches,
and switched off idle network components. CARPO uses
correlation analysis among flows to consolidate traffic
flows with low correlation while keeping the QoS at an
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(a) (b)
Figure 1. Flow scheduling & flow aggregation routing illustration. (a) Flow aggregation. (b) Flow scheduling.

acceptable level. A heuristic algorithm is used to find a
consolidation and rate configuration solution with accept-
able runtime overheads. CARPO introduced parameters
to represent flow correlation, and the results showed that
this extension of the ET, led to a power saving of 46 %.

The study in [12] suggested a platform composed of
both software and hardware components, because there
was no experimental environment available to test the
optimization model. The software part was composed
of monitoring (to check the state of the network), an
optimizer (to calculate the subset of the topology), power
controller (to change the state of the devices on/off),
and routing algorithm (to calculate the paths). The
hardware parts were composed of a traffic generator and
power measuring device implemented using the NetFPGA
platform. Experiments investigated the effect of changing
the frequency of the clock rate and the traffic consolidation
on the power consumption in the DCN according to traffic
demand. Unfortunately, the authors did not provide suf-
ficient details about the algorithms or the API interfaces
that gave access to the components.

The authors reported that the traffic patterns of
GEANT networks are generally regular and predictable
in [19]. To save power, they divided the traffic into in-
tervals, and implemented link sleeping, which temporarily
suspends certain links when the minimum or maximum
link utility thresholds were met. They also rerouted the
flows among the nodes of the GEANT network topology to
maximize flow through the active links. Additionally, the
study considered the network’s performance under high-
traffic conditions and balanced the traffic appropriately.
The study described in the paper by Conterato et al.
in [20] investigated the effect of using different values of
over-subscription factors on reducing power consumption
in a DCN, which was using traffic aggregation strategies.
Three algorithms, First-Fit, Best-Fit, and Worst-Fit, were
evaluated using Python and the Network Simulation Setup
(FNSS). Different network workloads (20 %, 50 %, and 80
%) and oversubscription factors (1 : 1, 1 : 5, and 1 : 20)
were tested. Devices that were not enrolled in the current
routing state of the network were disconnected. The
authors reported that up to a 70.02 % power saving could
be achieved when the over-subscription factor was 1 : 20
and the topology size was k = 12. These results conform
with intuition because of the increase in the bandwidth
and the number of links and switches in the topology.

Motivated by the need for an adaptive routing framework
for SD-DCN that can optimize power consumption while
maintaining good network performance, the authors of [14]
proposed an adaptive routing algorithm that considers fac-
tors such as link utilization and switch power consumption
to determine the most energy-efficient path for network
traffic in real-time. The algorithm used an Integer Linear
Programming (ILP) model and a heuristic algorithm. The
authors argue that the ILP model is costly and the time for
finding a solution increases dramatically when 100 flows
are injected simultaneously into the DCN. Conversely, the
algorithm is integrated into an SDN controller and uses
the OpenFlow protocol to communicate with switches.
The proposed algorithms outperform existing routing
algorithms such as ECMP in terms of energy consumption
and network performance, as measured by the number of
dropped packets. The research group built on this work
and contributed new findings for the ILP model in [21].
Evaluations were conducted using LINGO [22], which is
one of the computationally expensive commercial solvers.
The authors of [14] re-implemented the model using solvers
such as Gurobi, CP-SAT, and so on. Experiments were
implemented in the authors’ proposed tool neO-DCN. This
comparison revealed that Gurobi outperformed the other
solvers by one or two orders of magnitude for different
traffic patterns.

OpenFlow switches are increasingly being used in data
centers due to their potential to reduce energy consump-
tion. However, the existing OpenFlow protocol does not
include any mechanisms to optimize energy consumption.
In [23], a power-aware extension to the OpenFlow proto-
col that does not compromise network performance was
proposed. The extension defined new control messages
in the OpenFlow standard such as OFPT-ORT-MOD
and designed an OpenFlow Switch Controller (OSC)
that can turn on and off switches and disable-enable
ports of NetFPGA-based OpenFlow switches [12]. The
authors conducted experiments to evaluate the energy
savings achieved by the proposed extension, using a
prototype implementation of the proposed extension on
an OpenFlow switch. The experiments were designed to
evaluate the energy savings achieved by the proposed
extension. However, the authors did not provide sufficient
details about the methods and the experiments conducted.
Further research is needed to evaluate the effectiveness of
these extensions. Table I summarizes the flow aggregation
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Table I
Flow aggregation methods for energy efficiency.

Study Experiments Objective QoS SDNEnvironment Traffic Topology Controller
Elastic Tree [17]. Test-bed R Fat-Tree NOX Link - √

CARPO [18]. Test-bed R Fat-Tree - Link √ -
NetFPGA OpenFlow-based Platform [12]. Test-bed R & A Fat-Tree NOX Switch & Link - √

MTSDPFPR [19]. Mininet R GEANT Floodlight Link √ √

Aggregation Strategies [20]. FNSS & Python A Fat-Tree - Link - √

OSC [12]. Test-bed A - NOX switch & Link - √

FPLF [14]. Mininet A Fat-Tree POX Link √ √

Table II
Parameters of the flow Aggregation model.

Parameters Definitions
F Set of flows, where a flow f =

(
f.Sr, f.Ds, λf

)
∈

F is represented by source f.Sr ∈ S, destination
f.Ds ∈ S, and bit rate λf ∈ N

ℓi

{
1, if switch si ∈ S is active
0, otherwise

Lij

{
1, if link eij ∈ E is active
0, otherwise

FR (f, i, j)

{
1, if flow f ∈ F passes through link eij ∈ E
0, otherwise

BWij ∈ N Bandwidth of link eij
Tij ∈ N Traffic volume over eij

methods according to the adopted evaluation criteria and
the main objectives.

2) Formulation: To optimize power consumption in
DCNs, we present a general formulation of the objective
function and constraints which describe an ILP model.
The purpose of this ILP is to determine the optimum flow
aggregation technique to reduce energy consumption. In
the proposed model, taking inspiration from [14], [21],
we introduce a multi-objective function rather than a
single function as used in [14], [21]. This is achieved by
incorporating the number of active switches, along with
the number of active links. The objective is to maximize
network utility while considering constraints related to
link utilization, bandwidth, and traffic volume on the net-
work links. By considering multiple objectives, our model
aims to achieve a more comprehensive optimization of the
network power consumption. In this setting network utility
is defined as the overall satisfaction of users with respect
to the demands they place on the network. Parameters
of the DCN model used by the ILP are summarized in
Table II:

The optimal configuration of active links and switches,
that achieves the desired network utility, while minimizing
the power consumption is determined by the ILP in (2).

min :

n∑
i=1

n∑
j=1

Lij +

n∑
i=1

ℓi. (2)

This objective function is subject to the following con-
straints:

1) Links and traffic correlation constraint.
Tij

BWij
≤ Lij , ∀eij ∈ E.

A link is not activated unless at least one flow passes
through it.

2) Links and flows correlation constraint.
FR (f, i, j) ≤ Lij , ∀f ∈ F, ∀eij ∈ E.

Flows can only pass through active links.
3) Utility constraint.∑

f∈F

FR (f, i, j) · λf ≤ BWij − Tij , ∀eij ∈ E

The total packet rate of all flows passing through a
link does not exceed the available bandwidth of that
link.

4) Path conservation constraint.
n∑

i=1

FR (f, f.Sr, i) = 1, ∀f ∈ F,

n∑
i=1

FR (f, i, f.Ds) = 1, ∀f ∈ F,

Every flow has a unique source f.Sr and destination
f.Ds.

5) Flow conservation constraint.
n∑

i=1
i ̸=f.Sr

FR (f, i, j) =

n∑
i=1

i ̸=f.Ds

FR (f, j, i) ,

∀f ∈ F, ∀j ∈ S.

A flow entering a node is equal to the flow leaving
the node for all intermediate nodes.

6) Network connectivity constraint.
Lij ⩽ ℓi, Lij ⩽ ℓj , ∀eij ∈ E.

Each active link enforces the activation of the cor-
responding switches to maintain the connectivity of
the network graph.

Solving the ILP model with these constraints results in
an optimal flow aggregation policy that minimizes power
consumption.

It is worth mentioning that the study assumes switches
can turn on or enter sleep mode based on local traffic
states, using Wake-on-Arrival (WoA) to wake up the
switch when needed for forwarding packets and Sleep-
on-Idle (SoI) technique for switches to save power when
idle, without considering the transition time in the eval-
uation [24].
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Table III
Flow scheduling methods for energy efficiency.

Study Experiments Objective QoS SDNEnvironment Traffic Topology Controller
Preemptive Flow [26]. NS-3 A Fat-Tree - switch √ -
Green Data Center [27]. - A B-Cube & Fat-Tree - switch √ √

BEERS-1 [28]. OMNeT++ A Fat-Tree & BCube - switch √ √

Willow [24]. - A Fat-Tree - switch √ √

BEERS-2 [29]. OMNeT++ A Fat-Tree & BCube - switch √ √

FLOWP [30]. OPNET A Fat-Tree - switch √ √

B. Flow Scheduling Techniques
Since the SDN controller maintains a global view of the

underlay DCN infrastructure, it can calculate deadlines
for flows and their size. This ability has motivated the
development of new scheduling algorithms to manage the
transmission of flows through a sequence of queues. These
algorithms send the flows sequentially. This allows the
flows to monopolise all the links of the path they traverse,
using their full capacity, subject to the deadline and flow-
size constraints. Fig. 1b shows how three flows are sched-
uled in a queue for transmission with a full bandwidth. A
disadvantage is that these techniques are not appropriate
for time-sensitive traffic (i.e., video streaming and VoIP
[25]). Flows with higher priorities can be preemptively
routed along the paths of other flows with lower priorities.
Coupled with this, some applications in DCNs might not
require large bandwidth, and be can slow, and thus not
saturate the link capacity. Consequently, the link will be
underutilized.

1) Methods: To avoid collisions and to achieve efficient
power usage in DCNs, the authors in [26] proposed a
technique that combined flow preemption and energy-
aware routing to reduce energy consumption. Flows were
divided into two lists: a sending list and a waiting list.
When a new flow entered the DCN, the algorithm checked
the flow’s priority based on its size. The flow either
interrupted an ongoing data transfer and was directly
routed to the destination, or was moved to the waiting
list based on its assigned priority. Simulations were used
to evaluate the performance of their technique and to
compare it to other state-of-the-art techniques, such as
ECMP. They used the ns-3 network simulator and a Fat-
Tree topology. Results suggest that it can be a practical
and effective way to make DCNs more energy-efficient.

The authors of [27] were motivated by the importance
of implementing exclusion flow routing techniques on
different topologies. They proposed a scheduling algo-
rithm based on the priorities of flows, which assigned
higher scheduling priority to smaller flow sizes, as in
[26]. Experiments were conducted on two types of DCN
topologies, namely BCube and Fat-Tree, using OpenFlow
as the southbound API. Two metrics were used to evaluate
the algorithm’s performance: the flow arrival rate and the
amount of power saved. The results showed an improve-
ment in the utilization ratio of active links, leading to a
reduction in power consumption in both topologies, along
with the elimination of traffic congestion on active links.

The authors in [30] were motivated by the need to find
an optimal subset to optimize power usage. A convex
objective function was used to model energy consumption.
Two strategies were pursued, an optimal combinatorial
algorithm which was composed of two components (Most-
Critical-First and Shortest Path (MCF-SP)) and a Ran-
dom Scheduler (RS). MCF-SP managed flow scheduling
based on the weight and the deadline of the flows. All the
flows were sorted according to an Earliest Deadline First
(EDF) policy. Power usage was optimized by minimizing
the transmission rate of the flows per unit of time. By
modeling the problem as a convex optimization problem
the authors showed that MCF-SP found the optimal solu-
tion to the Deadline-Constrained Flow Scheduling (DCFS)
problem under the assumption that flows were routed
exclusively through a virtual circuit. Conversely, the RS
involved relaxing an NP-hard problem, the Deadline-
Constrained Flow Scheduling and Routing (DCFSR) prob-
lem. Relaxation consisted of finding an approximation
based on a Fractional Multi-Commodity Flow (F-MCF)
problem. The power optimization was based on two
criteria: a minimum transmission rate criteria for the flows
and a usage criteria for the links. The evaluation procedure
was conducted using Python, however, the description
of the set-up makes comprehensive understanding and
reconstruction of the results challenging. Because the
aggregation method was not suitable for network-limited
flows, the application generated traffic at a high bit
rate, and the flow’s throughput depended on the network
capacity of the routing path. To overcome this challenge a
flow scheduling approach named “Willow” was proposed
in [24], which took into consideration both the number of
switches involved and the durations of their frame working
times. A greedy approximate algorithm was designed that
scheduled flows in a real-time manner. The proposed
algorithm achieved a network energy consumption saving
of 60 % of network energy compared to the conventional
ECMP scheduling approach.

To overcome the problem of greed in flow selection
when finding an energy-efficient path in [30], the authors
of [28] proposed an approach that aggregated the flows
with a similar deadline into a harmonic flow set, and
scheduled them with higher priority, resulting in increased
link utilization. The resulting scheduling algorithm was
named “BEERS”. It ran as a model in the SDN controller.
Simulations were run using the OMNeT++ simulator, and
results showed improvements in the link utilization and the
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Table IV
Parameters of the flow scheduling model.

Parameters Definitions

Lijk

{
1, if link eij ∈ E is active during timeslot k
0, otherwise

FR (f, i, j, k)

 1, if flow f ∈ F is scheduled on link eij ∈ E
during timeslot k.

0, otherwise
Cf ∈ N Bandwidth required by flow f in Mbps
Laf ∈ N Latency tolerance of flow f in microseconds
αf ∈ N Starting timeslot of flow f
ωf ∈ N Ending timeslot of flow f , αf ≤ ωf

laijk ∈ N Latency of link eij during timeslot k
pij ∈ N Power consumption of link eij in watts

energy consumption compared with the Exclusive Routing
(EXR) algorithm. However, since all the flows competed
for links in different periods, it was challenging to form a
harmonic flow set at certain points in time, which posed
a challenge for the algorithm. The authors extended the
BEERs approach and conducted extensive experiments
with two types of topology [29]. The results showed that
their algorithm could reduce overall energy consumption
with respect to traffic volume, and that it could also reduce
the average flow completion time.

Conventional methods for reducing power consumption,
such as turning off unused switches, can negatively impact
network performance. To address this issue, the authors
in [31] proposed a dynamic flow scheduling algorithm that
balanced the workload on network switches to reduce
power consumption. The algorithm considered the flow
size, a threshold value that controlled the time delay. The
algorithm is evaluated using a simulation-based approach,
using OPNET, and the results showed that the algorithm
could be an effective solution for reducing power consump-
tion in DCNs without sacrificing performance. Table III
summarizes the flow scheduling methods according to the
adopted evaluation criteria and the main objectives.

2) Formulation: Similar to the approach in Sec-
tion II-A2, we present the objective function and con-
straints that mathematically formulate an ILP model
that optimizes power consumption in DCNs using flow
scheduling techniques.

The goal we seek to achieve with the objective function
in (3) is to minimize power consumption while maintain-
ing network performance metrics. Prior to defining the
objective function we define the role of its constituent
components in Table IV.

The objective function computes a weighted sum of
the variables Lijk for all active time slots and the power
consumption pij for each link.

min :

n∑
i=1

n∑
j=1

(
pij ·

∑
k

Lijk

)
(3)

The above objective function is subject to the following
constraints to guarantee network performance: bandwidth,
latency, etc.

1) Bandwidth constraint.∑
f∈F

Cf · FR (f, i, j, k) ≤ BWij , ∀eij ∈ E, ∀k.

The total bandwidth usage of each link should not ex-
ceed its maximum bandwidth capacity BWij during
any timeslot k.

2) Latency constraint.
n∑

i=1

n∑
j=1

∑
k

laijk · FR (f, i, j, k) ≤ Laf , ∀f ∈ F.

The sum of the latencies of all links used by a flow f
must not exceed its latency tolerance Laf .

3) Workload constraint.∑
f∈F

FR (f, i, j, k) ≤ 1, ∀eij ∈ E, ∀k.

Each timeslot k can have at most one flow scheduled
on a link eij .

4) Flow activation constraint.

FR (f, i, j, k) = 0, ∀f ∈ F, ∀eij ∈ E, ∀k /∈ [αf , ωf ].

The decision variables FR (f, i, j, k) are set to 0 for
each flow f outside of its specified time interval
between αf and ωf . αf represents the timeslot at
which the flow f is allowed to start its transmission.
ωf represents the timeslot by which the flow f must
be completely served or finished with its transmission.

5) Links and flows correlation constraint.

FR (f, i, j, k) ≤ Lijk, ∀f ∈ F, ∀eij ∈ E, ∀k.

Flows can only pass through active links, enforcing
Lijk to be in the ON state.

Similarly, the Path conservation constraint and the Flow
conservation constraint from Section II-A2 have to be
adapted, simply by quantifying over the timeslots k.

III. Open Issues and Discussion
Although the SDN paradigm presented a solution to

many existing network issues such as those related to
power consumption, SDN-based DCN power consump-
tion still needs more investigation and verification un-
der various workload circumstances. It is possible that
implementing power optimization approaches based on
SDN can result in an increase in the response time
of the controller. This is because the controller has to
continuously monitor the network and to make decisions
on how to optimize power consumption while maintaining
network performance. This overhead may cause delays in
the controller’s response time.

Moreover, finding the optimal subset of active links and
switches can be an expensive process that may require
significant computational resources. This can lead to a
loss of performance in a DCN since the resources used
for optimization cannot be used for other critical network
functions. Furthermore, some approaches require the use
of heuristics or approximation algorithms, such as the
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methods in Sections II-A1 and II-B1, which can typically
provide only suboptimal solutions. Therefore, before im-
plementing power optimization approaches based on SDN,
it is important to carefully evaluate the potential trade-
offs between power consumption, network performance,
and computational resources. Further investigation may
be required to identify the optimal balance between power
optimization and network performance in a particular
DCN. Further research which take these variables into
account, will need to be undertaken. Moreover, there
are several potential advantages when implementing a
multiple SDN controllers in DCN, which is discussed in
the next section.

A. Multiple Controller SDN
Using multiple controllers can potentially help mitigate

the problem of increased response time in power opti-
mization approaches based on SDN. By distributing the
workload across multiple controllers, the overall response
time can be reduced, improving network performance.
Moreover, multiple controllers can potentially improve the
efficiency of finding the optimal subset of active links
and switches. Different controllers can be responsible for
different parts of the network, and they can work together
to find the best solution. This can help to reduce the
computational demand and improve the speed of optimiza-
tion. However, the synchronization of multiple controllers
in an SDN environment can be achieved through various
methods, such as: (1) Consistency Protocols ensure that all
controllers have the same view of the network. (2) Event
Notifications are used by controllers in order to commu-
nicate with each other. For example, the OpenDaylight
(ODL) controller provides a notification service that
allows controllers to subscribe to events and to receive
notifications when the state of the network changes.
(3) Replication: Controllers can replicate/duplicate their
state and share this copy with other controllers in the
network. For example, the Floodlight controller uses a
master-slave replication mechanism to synchronize the
state of multiple controllers. By using one or more of these
methods, multiple controllers in an SDN environment can
synchronize their work and ensure the efficient operation
of the network. Therefore, when considering the use of
multiple controllers, it is important to carefully evaluate
the potential benefits and drawbacks, and design the
network architecture and control algorithms accordingly.

B. Machine Learning-Based Approaches
Machine Learning (ML) is a promising approach for

solving a wide range of computer networks problems.
ML-based techniques can be used to optimize power
consumption in SD-DCN. By analyzing network traffic
patterns and predicting network demand, ML algorithms
can help SDN controllers make real-time adjustments and
reconfigure the network to optimize the energy usage. One
approach that has been explored in research is using ML
to predict the network demand for different time periods,

such as hourly or daily intervals [32]. Based on these
predictions, the SDN controller can adjust the routing
of network traffic to reduce power consumption during
periods of lower demand. Other ML algorithms can be
used to analyze the behavior of individual network com-
ponents, such as switches or servers, to identify patterns
that indicate when these components are not being used
efficiently [33]. This information can then be used by
the SDN controller to adjust network configurations and
optimize power usage.

Finally, using ML algorithms to classify network traffic
in real-time, SDN controllers can make more informed
decisions about network traffic routing and resource al-
location, leading to improved network performance and
efficiency besides efficient power usage [34]. Overall, ML-
based approaches have the potential to significantly reduce
power consumption in DCNs, which is an important
consideration for organizations looking to improve their
energy efficiency and to reduce their carbon footprint.

IV. Conclusion
The escalating power usage in DCNs has become

a global concern. Energy optimization techniques that
are actively researched are notably scheduling and flow
aggregation methods. This paper addresses a literature
gap by reviewing cutting-edge SDN-based approaches for
traffic scheduling and aggregation in DCNs and ana-
lyzing their pros and cons. It highlights the limitations
of multi-controller SDN solutions due to performance
constraints. Future research avenues include leveraging
machine learning to optimize traffic algorithms and ex-
ploring hybrid solutions combining advanced scheduling,
aggregation techniques, and multi-controller setups.

Acknowledgments
The authors would like to thank the anonymous peer

reviewers for their valuable insights and constructive
comments. Also, we thank the Department of Information
Technology at the University of Debrecen, and the Science
Foundation Ireland (SFI) for supporting this work.

References
[1] H. Garmani, D. Ait Omar, M. El Amrani, M. Baslam,

and M. Jourhmane, “Joint beacon power and beacon rate
control based on game theoretic approach in vehicular ad hoc
networks,” Infocommunications Journal, vol. 13, no. 1, pp.
58–67, 2021. [Online]. Available: https://doi.org/10.36244/ICJ.
2021.1.7

[2] P. Varga, “The metrics of infocommunications journal keep
improving,” INFOCOMMUNICATIONS JOURNAL: A PUB-
LICATION OF THE SCIENTIFIC ASSOCIATION FOR IN-
FOCOMMUNICATIONS (HTE), vol. 14, no. 2, pp. 1–1, 2022.

[3] F. Rabee, A. Al-Haboobi, and M. R. Nsaif, “Parallel three-way
handshaking route in mobile crowd sensing (pt-mcs),” J. Eng.
Appl. Sci, vol. 14, pp. 3200–3209, 2019. [Online]. Available:
https://10.36478/jeasci.2019.3200.3209

[4] M. R. Nsaif, A. S. Al-Haboobi, F. Rabee, and F. A. Alasadi,
“Reliable compression route protocol for mobile crowd sensing
(rcr-msc).” J. Commun., vol. 14, no. 3, pp. 170–178, 2019.
[Online]. Available: https://10.12720/jcm.14.3.170-178



8

[5] J. A. Cámara and V. S. Jiménez, “The european union facing
the abyss: legislative review in the face of the energy crisis,
2022,” Journal of Energy & Natural Resources Law, pp. 1–16,
2023. [Online]. Available: https://doi.org/10.1080/02646811.
2023.2177409

[6] Y. Zhang, K. Shan, X. Li, H. Li, and S. Wang, “Research
and technologies for next-generation high-temperature data
centers–state-of-the-arts and future perspectives,” Renewable
and Sustainable Energy Reviews, vol. 171, p. 112991, 2023.
[Online]. Available: https://doi.org/10.1016/j.rser.2022.112991

[7] J. Koomey et al., “Growth in data center electricity
use 2005 to 2010,” A report by Analytical Press,
completed at the request of The New York Times,
vol. 9, no. 2011, p. 161, 2011. [Online]. Available: https:
//alejandrobarros.com/wp-content/uploads/old/Growth_in_
Data_Center_Electricity_use_2005_to_2010.pdf

[8] P. Sun, Z. Guo, S. Liu, J. Lan, J. Wang, and Y. Hu,
“Smartfct: Improving power-efficiency for data center networks
with deep reinforcement learning,” Computer Networks, vol.
179, p. 107255, 2020. [Online]. Available: https://doi.org/10.
1016/j.comnet.2020.107255

[9] S. K. Singh, S. K. Sharma, D. Singla, and S. S. Gill,
“Evolving requirements and application of sdn and iot
in the context of industry 4.0, blockchain and artificial
intelligence,” Software Defined Networks: Architecture and
Applications, pp. 427–496, 2022. [Online]. Available: https:
//doi.org/10.1002/9781119857921.ch13

[10] S. Shrabanee and A. K. Rath, “Sdn-cloud: A power
aware resource management system for efficient energy
optimization,” International Journal of Intelligent Unmanned
Systems, vol. 8, no. 4, pp. 321–343, 2020. [Online]. Available:
https://doi.org/10.1108/IJIUS-07-2019-0032

[11] N. McKeown, T. Anderson, H. Balakrishnan, G. Parulkar,
L. Peterson, J. Rexford, S. Shenker, and J. Turner, “Openflow:
enabling innovation in campus networks,” ACM SIGCOMM
computer communication review, vol. 38, no. 2, pp. 69–74, 2008.
[Online]. Available: https://doi.org/10.1145/1355734.1355746

[12] N. H. Thanh, P. N. Nam, T.-H. Truong, N. T. Hung, L. K.
Doanh, and R. Pries, “Enabling experiments for energy-
efficient data center networks on openflow-based platform,”
in 2012 Fourth International Conference on Communications
and Electronics (ICCE). IEEE, 2012, pp. 239–244. [Online].
Available: https://doi.org/10.1109/CCE.2012.6315905

[13] M. Carabaş and P. G. Popescu, “Energy-efficient virtualized
clusters,” Future Generation Computer Systems, vol. 74, pp.
151–157, 2017. [Online]. Available: https://doi.org/10.1016/j.
future.2015.10.018

[14] M. Nsaif, G. Kovásznai, A. Rácz, A. Malik, and R. de Fréin, “An
adaptive routing framework for efficient power consumption
in software-defined datacenter networks,” Electronics, vol. 10,
no. 23, p. 3027, 2021. [Online]. Available: https://doi.org/10.
3390/electronics10233027

[15] T. Benson, A. Anand, A. Akella, and M. Zhang, “Understanding
data center traffic characteristics,” ACM SIGCOMM Computer
Communication Review, vol. 40, no. 1, pp. 92–99, 2010. [Online].
Available: https://doi.org/10.1145/1672308.1672325

[16] A. Malik and R. de Fréin, “A proactive-restoration technique
for sdns,” in 2020 IEEE Symposium on Computers and
Communications (ISCC). IEEE, 2020, pp. 1–6. [Online].
Available: https://10.1109/ISCC50000.2020.9219598

[17] B. Heller, S. Seetharaman, P. Mahadevan, Y. Yiakoumis,
P. Sharma, S. Banerjee, and N. McKeown, “Elastictree: Saving
energy in data center networks.” in Nsdi, vol. 10, 2010, pp.
249–264. [Online]. Available: https://www.usenix.org/event/
nsdi10/tech/full_papers/heller.pdf

[18] X. Wang, Y. Yao, X. Wang, K. Lu, and Q. Cao,
“Carpo: Correlation-aware power optimization in data center
networks,” in 2012 Proceedings IEEE INFOCOM, 2012,
pp. 1125–1133. [Online]. Available: https://doi.org/10.1109/
INFCOM.2012.6195471

[19] J. Ba, Y. Wang, X. Zhong, S. Feng, X. Qiu, and S. Guo, “An sdn
energy saving method based on topology switch and rerouting,”
in NOMS 2018-2018 IEEE/IFIP Network Operations and
Management Symposium. IEEE, 2018, pp. 1–5. [Online].
Available: https://doi.org/10.1109/NOMS.2018.8406202

[20] M. d. S. Conterato, T. C. Ferreto, F. Rossi, W. d. S. Marques,
and P. S. S. de Souza, “Reducing energy consumption in

sdn-based data center networks through flow consolidation
strategies,” in Proceedings of the 34th ACM/SIGAPP
Symposium on Applied Computing, 2019, pp. 1384–1391.
[Online]. Available: https://doi.org/10.1145/3297280.3297420

[21] G. Kovásznai and M. Nsaif, “Integer programming based
optimization of power consumption for data center networks,”
2023. [Online]. Available: https://doi.org/10.14232/actacyb.
299115

[22] “An Overview of LINGO,” accessed: 20-03-2023. [On-
line]. Available: https://www.lindo.com/index.php/products/
lingo-and-optimization-modeling

[23] T. H. Vu, P. N. Nam, T. Thanh, L. T. Hung, L. A. Van,
N. D. Linh, T. D. Thien, and N. H. Thanh, “Power aware
openflow switch extension for energy saving in data centers,” in
The 2012 International Conference on Advanced Technologies
for Communications, 2012, pp. 309–313. [Online]. Available:
https://doi.org/10.1109/ATC.2012.6404282

[24] D. Li, Y. Yu, W. He, K. Zheng, and B. He, “Willow:
Saving data center network energy for network-limited flows,”
IEEE Transactions on Parallel and Distributed Systems,
vol. 26, no. 9, pp. 2610–2620, 2014. [Online]. Available:
https://doi.org/10.1109/TPDS.2014.2350990

[25] O. Izima, R. de Fréin, and A. Malik, “A survey of machine
learning techniques for video quality prediction from quality of
delivery metrics,” Electronics, vol. 10, no. 22, 2021. [Online].
Available: https://10.3390/electronics10222851

[26] Y. Shang, D. Li, and M. Xu, “Greening data center networks
with flow preemption and energy-aware routing,” in 2013 19th
IEEE Workshop on Local & Metropolitan Area Networks
(LANMAN). IEEE, 2013, pp. 1–6. [Online]. Available:
https://doi.org/10.1109/LANMAN.2013.6528281

[27] D. Li, Y. Shang, and C. Chen, “Software defined green data
center network with exclusive routing,” in IEEE INFOCOM
2014-IEEE Conference on Computer Communications. IEEE,
2014, pp. 1743–1751. [Online]. Available: https://doi.org/10.
1109/INFOCOM.2014.6848112

[28] G. Xu, B. Dai, B. Huang, and J. Yang, “Bandwidth-aware
energy efficient routing with sdn in data center networks,” in
2015 IEEE 17th international conference on high performance
computing and communications, 2015 IEEE 7th international
symposium on cyberspace safety and security, and 2015
IEEE 12th international conference on embedded software
and systems. IEEE, 2015, pp. 766–771. [Online]. Available:
https://doi.org/10.1109/HPCC-CSS-ICESS.2015.12

[29] G. Xu, B. Dai, B. Huang, J. Yang, and S. Wen,
“Bandwidth-aware energy efficient flow scheduling with sdn
in data center networks,” Future Generation computer
systems, vol. 68, pp. 163–174, 2017. [Online]. Available:
https://doi.org/10.1016/j.future.2016.08.024

[30] L. Wang, F. Zhang, K. Zheng, A. V. Vasilakos, S. Ren,
and Z. Liu, “Energy-efficient flow scheduling and routing
with hard deadlines in data center networks,” in 2014 IEEE
34th International Conference on Distributed Computing
Systems. IEEE, 2014, pp. 248–257. [Online]. Available:
https://doi.org/10.1109/ICDCS.2014.33

[31] J. Luo, S. Zhang, L. Yin, and Y. Guo, “Dynamic flow
scheduling for power optimization of data center networks,” in
2017 Fifth International Conference on Advanced Cloud and
Big Data (CBD). IEEE, 2017, pp. 57–62. [Online]. Available:
https://doi.org/10.1109/CBD.2017.18

[32] D.-H. Le, H.-A. Tran, S. Souihi, and A. Mellouk, “An
AI-based traffic matrix prediction solution for software-defined
network,” in ICC 2021-IEEE International Conference on
Communications. IEEE, 2021, pp. 1–6. [Online]. Available:
https://10.1109/ICC42927.2021.9500331

[33] B. Steiner, C. Cummins, H. He, and H. Leather, “Value learning
for throughput optimization of deep learning workloads,” Pro-
ceedings of Machine Learning and Systems, vol. 3, pp. 323–334,
2021. [Online]. Available: https://proceedings.mlsys.org/paper/
2021/file/73278a4a86960eeb576a8fd4c9ec6997-Paper.pdf

[34] M. Nsaif, G. Kovásznai, M. Abboosh, A. Malik, and
R. de Fréin, “Ml-based online traffic classification for sdns,”
in 2022 IEEE 2nd Conference on Information Technology and
Data Science (CITDS), 2022, pp. 217–222. [Online]. Available:
https://doi.org/10.1109/CITDS54976.2022.9914138



9

Mohammed Nsaif is a Ph.D. candidate stu-
dent at the University of Debrecen, Faculty of
Informatics, Department of Information Tech-
nology. He received his M.S. in Infocommuni-
cation technology and communication systems
from Kazan National Research Technical Uni-
versity in the Russian Federation. His research
interests include software-defined networks,
computer networks, wireless sensor networks
and machine learning.

Gergely Kovásznai is an Associate Professor
and Head of the Department of Computational
Science at the Eszterházy Károly Catholic
University in Eger, Hungary. He received his
Ph.D. degree in Formal Methods and Auto-
mated Theorem Proving from the University
of Debrecen, Hungary, in 2007. Over the years,
he worked as a research fellow at the Aristotle
University of Thessaloniki, Greece, at the Jo-
hannes Kepler University Linz, Austria, and at
the Vienna University of Technology, Austria.

His research interests include formal methods, formal verification,
operations research, and machine learning,

Ali Malik is an Assistant Lecturer in computer
engineering at the School of Electrical and
Electronic Engineering, Technological Univer-
sity Dublin, Ireland. He holds Ph.D. degree in
computing from the University of Portsmouth,
United Kingdom, in 2019. He worked as a
postdoctoral researcher at FOCAS Research
Institute, Technological University Dublin, in
areas related to data center, monitoring and
software-defined networking. His current re-
search interests include software-defined net-

works, vehicular networks, traffic engineering, machine learning,
cybersecurity, microgrids and power networks.

Ruairí de Fréin is a CONNECT Funded Inves-
tigator and Lecturer at the School of Electri-
cal and Electronic Engineering, Technological
University Dublin, Ireland. He received the
B.E. degree in Electronic Engineering in 2004
and Ph.D. degree in Time-Frequency Analysis
and Matrix Factorization from University Col-
lege Dublin (UCD), Ireland, in 2010. He held
Marie Skłodowska-Curie fellowships in KTH
Royal Institute of Technology, Stockholm and
also with Amadeus SAS, Sophia Antipolis,

France. Over the past few years he has developed algorithms for
predicting quality-of-delivery metrics for network management and
monitoring strategies for small cell networks, and monitoring tech-
niques for Internet Protocol TeleVision (IPTV). His research interests
include machine learning, sparse signal processing, software-defined
networks, vehicular networks, microgrids and power networks.


	Survey of Routing Techniques-Based Optimization of Energy Consumption in SD-DCN
	Recommended Citation
	Authors

	tmp.1704754330.pdf.b9KyH

