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CHAPTER 3. EXPERIMENT DESIGN AND METHODOLOGY

Figure 3.8: SVM Grid Search Results

Figure 3.8 above shows the results of this grid search. The Gamma parameter made

a big impact on the results set as setting this value either too low or too high negatively

impacts results. According to the results the optimal value for this parameter is

between 0.01 and 10. Taking the C-Value into account values of 1 and 10 produced

some of the best results. Based on these results a Gamma value = 1 and a C-Value = 10

produced an ACA of 85.3% and these parameter values were used for this experiment.

3.5.2 Convolutional Neural Network

For the dataset for this experiment, using a single region size of 7 and increasing

the number of filters to 200 resulted in improved and more stable results with less

variability than when compared to the baseline settings. For this experiment the

following parameters were used;

The layers used and the size of each layer in this network are detailed in the 3.9.

Figure 3.9: CNN Layers as defined in Keras
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CHAPTER 3. EXPERIMENT DESIGN AND METHODOLOGY

The input layer is the embedding layer containing the word embedded corpus. Each

document is represented as a matrix of dimension 175 long (maximum word length

of a document in the corpus) by 300 wide (dimension width of the FastText word

embedding).

Next is a 1 dimensional convolution of filter region size 7 producing 200 feature

maps or filters using a ReLU activation function. The max pooling layer selects the

maximum value to represent each of the 200 feature spaces. Dropout is applied before

the dense layer at 0.5 and the fully connected dense layer consists of 32 neural units

with a ReLU activation function and regularisation with an L2 norm constraint of 3.

The output layer consists of 1 unit predicting 2 classes and using a sigmoid activation

function. The model uses a binary cross entropy loss function and an Adam optimiser.

3.6 Evaluation

3.6.1 Self-learning

The self-learning process, using the RVM algorithm, will train on the partially labelled

datasets (T1 - T8) and apply a confident predicted label to the unlabelled data in

each dataset. This will produce an enhanced version of these datasets containing

newly labelled data, which will be called TE1 - TE8. A confidence threshold of >=

95% will be used meaning predictions at a confidence level below this threshold will

not be assigned. The evaluation of this process will examine both the number of

newly labelled observations that have been assigned as a result of self-learning and

the quality of the dataset with these newly labelled observations added in. Average

Class Accuracy (ACA) will be used to evaluate the quality of the enhanced datasets

and examine how accurate the application of confident labels to previously unlabelled

data has been in each case.

The self-learning process in this experiment relies on randomly selecting small

amounts of labelled data for each of the partially labelled datasets. As such there is

a random element in that the initially selected observations will heavily influence the

outcome. To account for this randomness, each experiment will be run three times
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CHAPTER 3. EXPERIMENT DESIGN AND METHODOLOGY

in total with di↵erent randomly selected observations assigned as labelled data in the

partially labelled datasets. This will help evaluate the stability of the results received.

As part of this evaluation the mean number of newly labelled data across three training

cycles and the standard deviation around this mean will be examined. The mean ACA

results from each of the three training cycles and the standard deviation around this

mean for each will also be examined for each of the datasets.

3.6.2 Classification

On top of the original partially labelled datasets (T1 - T8), self-learning will have

produced enhanced versions of these datasets (TE1 - TE8) containing newly labelled

data. The SVM and CNN algorithms will be trained on both sets of data (T1 - T8)

and (TE1 - TE8) making use of all labelled observations in each for training. Each

of the trained models will then classify the remaining unlabelled data in each of the

datasets. All observations in each of the datasets will now have an assigned label. The

evaluation at this point in the experiment will focus on calculating the ACA for the

entire dataset in each case. Some of the datasets will have started with tiny amounts

(eg: 20 observations) of labelled data while some will have started with much larger

amounts (eg: 2000 observations). Some of the datasets (TE1 - TE8) will have been

enhanced with additional labelled data through self-learning while some will not (T1

- T8). The Average Class Accuracy (ACA) will be calculated for the entire datasets

of 10,000 observations in each case allowing for direct comparison across each of the

scenario’s. The e↵ect of simply beginning with more labelled data can be contrasted

against the e↵ect of self-learning.

Finally, the McNemar’s test as described in Chapter 2 will be used as the test

of significance. An ↵ value of 0.05 will be used in this experiment. If the p-value

produced by the test >↵ then the null hypotheses will be accepted and there is no

significant di↵erence between the models. If the p-value produced by the test <=↵

then the null hypotheses will be rejected and there is a significant di↵erence between

the models.

As discussed in the previous section, this experiment relies on randomly selecting
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CHAPTER 3. EXPERIMENT DESIGN AND METHODOLOGY

small amounts of labelled data for each of the partially labelled datasets. As such there

is a random element in that the initially selected observations will heavily influence

the outcome. To account for this randomness, each experiment will be run three times

in total with di↵erent randomly selected observations assigned as labelled data in the

partially labelled datasets. This will help evaluate the stability of the results received.

As part of this evaluation the mean ACA results from each of the three training cycles

and the standard deviation around this mean for each will also be examined for each

of the datasets.
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Chapter 4

Results, evaluation and discussion

This chapter reports the results and evaluates the performance of the self-learning

process and subsequent classification. It begins by reporting the number of additional

labelled data added as a result of self-learning and then evaluates the accuracy of

each dataset with this enhanced data included. The self-learning process is repeated

across multiple training cycles to evaluate the stability of results and account for

randomness. This chapter then moves into evaluating the performance of the SVM

and CNN classifiers when trained on the both original data and then the enhanced data

including confident classified labels. These results are also reported across multiple

training cycles and evaluated for stability. The chapter then concludes by comparing

and contrasting the strengths of the SVM and CNN classifiers.

4.1 Word Representation

This is an experiment that was conducted to evaluate which text representation, Term

Document Matrix (TDM) or Fast Text word embeddings, could produce the best

performance in enhancing or labelling new data as part of the self-learning process.

The experiment showed that Fast Text word embeddings vastly outperformed the

TDM and is the best choice for use as representing text in this experiment.
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CHAPTER 4. RESULTS, EVALUATION AND DISCUSSION

4.1.1 Aim

To determine which text representation provides the best performance when used with

self-learning.

4.1.2 Method

Chapter 3 described how the text data was prepared in two ways for the self-learning

process. The first method represented the data through Fast Text word embeddings

while the second method represented the same data through a traditional Term Doc-

ument Matrix (TDM). In order to compare the performance of both representations

for use as part of self-learning a simple experiment was conducted. The grid searches

as described in Chapter 3 discovered the optimal parameters for the Fast Text data

representation to use with the Relevance Vector Machine (RVM) to be Iterations =

10 and Posterior Iterations = 10. Likewise, the optimal parameters for the term doc-

ument matrix (TDM) data representation to use with the Relevance Vector Machine

(RVM) to be Iterations = 10 and Posterior Iterations = 20.

A sampled dataset of 1,500 observations split between 400 labelled observations

(even balanced of target/non target) was used for train and 1100 observations was

used as test for this evaluation. This dataset was then represented in a TDM format

and a Fast Text embedded format. Each format was then trained and evaluated with

the RVM using the parameters outlined for each representation.

Average Class Accuracy (ACA) was used for evaluation and the parameters that

produced the best ACA across both representations were chosen.

4.1.3 Results

The RVM, when trained on the TDM text representation of 400 observations and

tested on 1100 observations also in a TDM format, produced an ACA of 60.3%. The

RVM, when trained on 400 observations in a Fast Text word embedded representation

and tested on 1100 observations in the same format, produced an ACA of 85.7%. The

large di↵erence of 25.4% ACA is significant (p<.001, n=1100) according to McNemar’s
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CHAPTER 4. RESULTS, EVALUATION AND DISCUSSION

test. It was clear from this test that representing the text through Fast Text word

embeddings would produce the best performance and the following experiments were

all conducted using this text representation.

4.2 Self-learning

This is an evaluation of the performance of the self-learning process in labelling new

data and the quality of this new labelled data for the datasets (T1 - T8) with varying

amounts of initial labelled data. FastText word embeddings were used as the text

representation. The results highlight the ability of self-learning to enhance datasets

by classifying unlabelled data with high quality classifications.

4.2.1 Aim

To evaluate the performance of the self-learning algorithm for both quantity and qual-

ity of enhanced data for varying amounts of initial labelled data.

4.2.2 Method

As described in Chapter 3, the self-learning process uses an iterative Relevance Vector

Machine (RVM) to build a model with the initial amount of labelled data provided

and then apply a confident (>= 0.95) classification to the initially unlabelled data.

The model retrains with the starting labelled and the new confident classifications and

then again attempts to apply confident labels to the remaining unlabelled observations.

This process iteratively continues until the model can no longer apply a confident (>=

0.95) classification against the remaining unlabelled observations, at the which point

the self-learning process stops. Sampled datasets with varying amounts of labelled

data (0.2%, 1.0%, 2.0%, 4.0%, 10.0%, 20.0%, 30%, 40%) were created from the full

dataset of 10,000 observations. Figure 4.1 shows the starting size of the train and test

datasets that were fed into the self-learning algorithm.
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CHAPTER 4. RESULTS, EVALUATION AND DISCUSSION

Figure 4.1: T1 - T8: Size of Train (labelled) / Test (initially unlabelled) datasets used

for self-learning

The initial labelled observations were randomly chosen and as such the starting

labelled observations will heavily influence the outcome. In order to test how stable

these results were the dataset was randomly shu✏ed and results run in total three

times.

4.2.3 Results

Figure 4.2 shows the average number of observations assigned a new label after all

three runs with error bars expressed in standard deviations.

Figure 4.2: Number of new labelled observations and Average Class Accuracy post

self-learning

For example, starting with the T1 dataset of just 20 labelled observations (equally

balanced with 10 of each class) resulted in an additional average number of 4131
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