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A B S T R A C T   

In precision farming, weed detection is required for precise weedicide application, and the detection of tobacco 
crops is necessary for pesticide application on tobacco leaves. Automated accurate detection of tobacco and 
weeds through aerial visual cues holds promise. Precise weed detection in crop field imagery can be treated as a 
semantic segmentation problem. Many image processing, classical machine learning, and deep learning-based 
approaches have been devised in the past, out of which deep learning-based techniques promise better accu
racies for semantic segmentation, i.e., pixel-level classification. We present a new method that improves the 
precision of pixel-level inter-class classification of the crop and the weed pixels. The technique applies semantic 
segmentation in two stages. In stage I, a binary pixel-level classifier is developed to segment background and 
vegetation. In stage II, a three-class pixel-level classifier is designed to classify background, weeds, and tobacco. 
The output of the first stage is the input of the second stage. To test our designed classifier, a new tobacco crop 
aerial dataset was captured and manually labeled pixel-wise. The two-stage semantic segmentation architecture 
has shown better tobacco and weeds pixel-level classification precision. The intersection over union (IOU) for the 
tobacco crop was improved from 0.67 to 0.85, and IOU for weeds enhanced from 0.76 to 0.91 with the new 
approach compared to the traditional one-stage semantic segmentation application. We observe that in stage I 
shallower, a smaller semantic segmentation model is enough compared to stage II, where a segmentation 
network with more neurons serves the purpose of good detection.   

1. Introduction 

Tobacco (Nicotiana tabacum) is a cash crop that highly depends on 
agrochemicals. High usage of pesticides and insecticides causes soil 
pollution. At the same time, for the safety of this crop, the tobacco in
dustry considers the use of agrochemicals highly essential [17]. In 
Pakistan, tobacco farmers fail to avoid agrochemical exposure due to 
conventional pest/weed control methods. Human health and environ
mental concerns exist due to overapplication or uniform broadcast 
spraying on the whole field without distinguishing crop, weed, and 
background. Intelligent application of agrochemicals is required by 
detecting crop plants, weeds, and soil background. 

Tobacco yield could be affected by insects and weeds present in the 
field that could share essential nutrients needed by tobacco. Weed is one 
of the major issues being faced by agriculture as it can spread quickly 

and decrease crop yield and quality. Weed could compete with crops by 
sharing water, sunlight, growing space, and nutrition [6]. Weedicide 
application is mainly done to counter weeds on farms, and it requires 
time, has a financial burden, and may impact people’s health, soil, and 
environment [5]. Due to an increase in labor costs and health and 
environmental concerns, automated weed control is desirable. An 
automated selective spraying approach could minimize the use of her
bicides [12]. Efficient detection of crop plants is essential for selective 
pesticide spray application on crops. The first important step to devel
oping an autonomous weed detection system that correctly recognizes 
weeds. 

In the past various image processing and machine learning, including 
deep learning-based approaches, have been applied, out of which deep 
learning-based techniques have shown better performance on vision 
problems. Their performance improves further with the availability of 
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use it directly or indirectly using transfer learning in tobacco weed 
classification applications. Keras with TensorFlow backend is used to 
apply deep learning methods. Our processing system specifications are 
eighth generation i5, RAM 16 GB with GTX 1050 NVIDIA GPU. The 
training is recorded with checkpoints. We employ a learning rate of 
0.0001, which is typically regarded as suitable because it updates the 
weights minutely. Additionally, Adam and binary cross-entropy are 
chosen, respectively, as an optimizer and a loss function. We have used 
intersection over union (IOU) and mean intersection over union (MIOU) 
as an evaluation metrics. The dataset used in this research is high res
olution, and at this resolution semantic segmentation cannot be applied 
due to hardware and software limitations, so we cropped 
non-overlapping 480 × 352 resolution patch images for training and 
testing. 

3. Results and observations 

In this section, results on different fields, comparative analysis with 
different approaches, and limitations of the algorithm are provided. 
Comparisons are made in the form of quantitative and qualitative 
results. 

3.1. Results on seven different test fields 

We have tested our 2-stage method with seven different tobacco field 
images, and we achieved MIOU ranging from 0.78 to 0.92 as shown in 
Table 2. 

Visually our method has performed very well. In Appendix A seven 
images from seven different fields along with their output with our two- 
stage method is shown. These seven test images show different light 
conditions, shadows in a different orientation, different soil colors, soil 
dry and wet conditions, different tobacco growth stages and leaf sizes, 
and different weed types. Overall, a good tobacco and weed profile is 
received with our method. 

3.2. Quantitative comparative results with traditional semantic 
segmentation application and our proposed method 

Different segmentation models are used with different backbone 
models to see the efficiency. Table 3 shows quantitative results with 
semantic segmentation application when the traditional method is used, 
and it also compares results with our proposed two-stage application of 
semantic segmentation. 

UNet has shown more accuracy than SegNet as a segmentation 
model. We have tried UNet with Vanilla Mini, VGG 16, and MobileNet 
backbones. In our experiments, Vanilla Mini performed best as the 

Fig. 2. Our proposed two-stage semantic segmentation method vs. traditional method of semantic segmentation.  
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backbone in stage-I, and in stage-II VGG16 performed the best as the 
backbone of the UNet segmentation network. Table 3, we have high
lighted the best arrangements to use in stage-I and II of our system. 
When we compare the intersection over union IOU of crop = 0.85 and 

weed = 0.91 in stage-II using VGG16 as the backbone of UNet in Table 3, 
it has surpassed all other arrangements. This improvement in crop and 
weed detection is made possible due to the simplification of data at 
stage-I of our algorithm, where we converted most of the background 
pixels to zeroes. With the simplification of image data, in stage-II, the 

Fig. 3. 1080 P image patch conversion, 12 patches of size 480 × 352 size could 
be utilized from each original image. 

Fig. 4. Our proposed two-stage semantic segmentation neural network.  

Table 2 
Tobacco Dataset Quantitative test Results on Seven different fields—BG stands for the background, VEG stands for vegetation, C stands for Crop, W stands for weed, 
IOU stands for intersection over Union and MIOU stands for mean intersection over union.  

Field no. / No. 
of tested 
images 

119/ 936 120/ 120 133/ 120 134/ 120 154/ 120 163/ 120 171/ 120 

Class wise and 
Mean 
Intersection 
over union 

BG- IOU = 0.98 C- 
IOU = 0.85 W- 
IOU = 0.91 
MIOU = 0.92 

BG- IOU = 0.95 C- 
IOU = 0.57 W- 
IOU = 0.83 
MIOU = 0.78 

BG- IOU = 0.97 C- 
IOU = 0.76 W- 
IOU = 0.85 
MIOU = 0.86 

BG- IOU = 0.97 C- 
IOU = 0.81 W- 
IOU = 0.85 
MIOU = 0.88 

BG- IOU = 0.97 C- 
IOU = 0.85 W- 
IOU = 0.74 
MIOU = 0.85 

BG- IOU = 0.96 C- 
IOU = 0.72 W- 
IOU = 0.72 
MIOU = 0.80 

BG- IOU = 0.97 C- 
IOU = 0.77 W- 
IOU = 0.69 
MIOU = 0.81  

Table 3 
Tobacco Dataset Quantitative test Results—BG stands for the background, VEG 
stands for vegetation, C stands for Crop, W stands for weed, IOU stands for 
intersection over Union and MIOU stands for mean intersection over union.  

Base Model/ 
Segmentation 
Model 

Traditional 3-CLASS 
One Stage Semantic 
Segmentation 
Application 3-CLASS 
(BG+C + W) 

Our proposed system application in two 
Stages 
Stage-I with 
Semantic 
Segmentation 2- 
CLASS (BG+VEG) 

Stage-II with 
Semantic 
Segmentation 3- 
CLASS 
(BG+C + W) 

Vanilla Mini 
CNN/ UNet 

BG- IOU = 0.939 BG- IOU = 0.94 BG- IOU = 0.949 
C- IOU = 0.709 VEG-IOU = 0.89 C- IOU = 0.727 
W- IOU = 0.795  W- IOU = 0.8305 
MIOU = 0.814 MIOU = 0.91 MIOU = 0.835 

VGG 16/ UNet BG- IOU = 0.92 BG- IOU = 0.93 BG- IOU = 0.98 
C- IOU = 0.67 VEG-IOU = 0.88 C- IOU = 0.85 
W- IOU = 0.77  W- IOU = 0.91 
MIOU = 0.79 MIOU = 0.91 MIOU = 0.92 

MobileNet/ 
UNet 

BG- IOU = 0.913 BG- IOU = 0.912 BG- IOU = 0.926 
C- IOU = 0.619 VEG-IOU = 0.840 C- IOU = 0.637 
W- IOU = 0.740  W- IOU = 0.783 
MIOU = 0.757 MIOU = 0.876 MIOU = 0.782 

Vanilla CNN/ 
SegNet 

BG- IOU = 0.912 BG- IOU = 0.912 BG- IOU = 0.953 
C- IOU = 0.652 VEG-IOU = 0.835 C- IOU = 0.748 
W- IOU = 0.750  W- IOU = 0.830 
MIOU = 0.771 MIOU = 0.874 MIOU = 0.844 

Resnet50/ 
SegNet 

BG- IOU = 0.916 BG- IOU = 0.915 BG- IOU = 0.965 
C- IOU = 0.66 VEG-IOU = 0.843 C- IOU = 0.808 
W- IOU = 0.75  W- IOU = 0.883 
MIOU = 0.778 MIOU = 0.879 MIOU = 0.885  
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