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ABSTRACT

The presence of noise in electroencephalography (EEG) signals can significantly reduce the accuracy of the analysis of the signal. This study assesses to what extent stacked autoencoders designed using one-dimensional convolutional neural network layers can reduce noise in EEG signals. The EEG signals, obtained from 81 people, were processed by a two-layer one-dimensional convolutional autoencoder (CAE), whom performed 3 independent button pressing tasks. The signal-to-noise ratios (SNRs) of the signals before and after processing were calculated and the distributions of the SNRs were compared. The performance of the model was compared to noise reduction performance of Principal Component Analysis, with 95% explained variance, by comparing the Harrell-Davis decile differences between the SNR distributions of both methods and the raw signal SNR distribution for each task. It was found that the CAE outperformed PCA for the full dataset across all three tasks, however the CAE did not outperform PCA for the person specific datasets in any of the three tasks. The results indicate that CAEs can perform better than PCA for noise reduction in EEG signals, but performance of the model may be training size dependent.
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1 INTRODUCTION

Electroencephalography (EEG) is an electrophysiological monitoring technique that detects and records electrical activity in the brain, using electrodes strategically placed on an individual's scalp. It is used to identify and record voltage fluctuations in signals produced by an individual’s brain in real-time, having been first conceptualised in 1929 (Berger, 1929). Since then it has been widely utilised and expanded upon in order to gain ever more insights into the workings of the human brain and increase understanding of cognitive processes.

1.1 BACKGROUND

The use of EEG for brain signal analysis has been widely practiced since its creation, highly benefitting the medical and neurological industries. The technique has been commonly used for the brain activity analysis of individuals in need of constant and accurate brain functionality observations. This includes individuals suffering from epilepsy or patients in medically induced comas. For these individuals, as well as many others, it is extremely important to have accurate EEG signals for analysis in order to ensure the most appropriate diagnosis and prognosis is provided.

There are numerous advantages when using EEG over other methods of brain signal analysis, such as Magnetic Resonance Imaging (MRI) and Computed Tomography (CT), one such advantage being a significantly higher temporal resolution. Brain activity can be recorded to the nearest millisecond using EEG, allowing for very accurate temporal measurements of the signal. Because of this advantage, electroencephalography is still one of the most widely used techniques for brain activity analysis, and therefore it is imperative that the signals obtained for analysis are accurate and understandable. A significant problem that has impeded the accuracy of EEG signal analysis is the issue of noise. Noise in EEG signals is caused when undesired artifacts are present in the signal, such as cognitive activity relating to eye blinks or muscle contraction.
The presence of these artifacts, and others, can result in substantial difficulty in distinguishing between the actual signal of the brain activity and random noise present in the brain. This ambiguity can lead to inaccurate and misleading readings that would be deemed inadequate and unusable for analysis. A solution to this problem could be very beneficial to the entire domain of EEG signal analysis, as it could allow for more accurate and concise brain activity analysis, resulting in a more affirmative and effective direction of treatments.

Many approaches have been taken in order to tackle this problem, ranging from classical mathematical transformations, to modern machine learning techniques. There are benefits and drawbacks to all methods used for EEG signal noise reduction. The aim of this paper is to propose a noise reduction technique that can incorporates the advantages of these other methods, while circumventing the various disadvantages associated with each.

A deep learning approach, employing the use of convolutional autoencoders (CAEs), “...an unsupervised learning method for features learning based on CNN (convolutional neural network)” (Wen & Zhang, 2018), is proposed and described in this investigation, as well as the details of the methods utilised in order to fulfil the requirements of an effective denoising model.

1.2 RESEARCH PROJECT

In order to measure the extent of noise present in a signal, the signal-to-noise ratio (SNR) can be calculated. This provides a ratio of the power of the total signal to the power of the noise within the signal and is a well-used metric for noise measurement in the field of signal processing. Low signal-to-noise ratios signify less distinguishable signals and a greater presence of noise. In order to tackle the problem of a low signal-to-noise ratio in EEG signals, it is important to remove as much noise as possible from the overall signal with removing as little of the essential information of the original signal as possible. In this investigation, it is explored whether convolutional autoencoding techniques can be used to increase the signal-to-noise ratio of EEG
signals. If this is successfully done, a more accurate depiction of the signal can be obtained, resulting in a more precise analysis of the brain's activity.

If this is achievable with the use of CAEs, to what extent can this be achieved, and can a CAE be designed such that it performs better than previously proven noise reduction techniques, such as Principal Component Analysis (PCA)?

1.3 RESEARCH OBJECTIVES

The objective of this research is to investigate whether convolutional autoencoders can be used to increase the signal-to-noise ratio of brain signals obtained by an electroencephalography test with a better performance than previously proven methods, in particular PCA. The performance of a generalised model will be analysed to determine whether a model can be successfully designed to reduce noise in any EEG signal. As well as this, the performance of individual specific models will be analysed. This is to determine whether models would perform better if they were specifically trained and tested for individuals, as brain functionality differs from person to person, or is a generalised model, which can be applied to any individual, more appropriate.

1.4 RESEARCH METHODOLOGIES

In order to address the research objectives, it is important to establish an appropriate and effective methodology to ensure an accurate and reliable outcome is obtained through this investigation.

The research carried out in this investigation is secondary (desk) research, as it is a summary and expansion of existing research. Quantitative methods are used in this exploration, as it is aimed at developing a hypothesis relating to phenomena involving numerical data and allows the quantification of findings and results. As the method used in this research involves gaining knowledge by direct observation, using a hypothesis and predictions that can be tested, it can be categorised as empirical research, using deductive reasoning to conceptualise a theory, formulate a hypothesis, observe the results of a related experiment, and confirm the original theory.
The methodology described above will be undertaken using the following method. The data used in this investigation is real-life EEG signal data from 81 subjects. The subjects were assigned with performing three separate tasks, ~100 times each. The EEG signals were recorded at 64 electrode locations on the scalp for a time of 700ms for each trial. Each 700ms reading from each of the 64 electrodes is used as an input vector, of length 700, for the convolutional autoencoder. The three tasks performed by each subject consisted of pressing a button and hearing a tone with no delay between the button press and the onset of the tone, passively listening to a tone with no button pressing, and pressing a button without a tone being generated, with each of these tasks regarded as Condition 1, Condition 2 and Condition 3 respectively.

The onset of each of these stimuli occurred at 100ms. The EEG readings prior to the onset of stimulus were regarded as the noise of the EEG signal, with any successive reading regarded as the signal combined with the signal noise. Using these values, the SNR can be calculated for each signal recorded at each electrode.

The output of the CAE is a reconstruction of the input vector, with a length of 700. The SNR of the reconstructed signal can be calculated, as done with the input signal, and compared to the original signal. An increase in SNR indicates that the noise of the signal has been reduced.

The distribution of SNRs for all reconstructed signals can be plotted and compared to that of the raw EEG (RAW) signals. The Harrell-Davis decile values are calculated for each distribution and compared, allowing for more precise distribution comparisons. In order to quantify the difference in signal-to-noise ratios, a comparison must be made of the Harrell-Davis decile value differences between the SNR distribution of previously established noise reduction techniques, such as PCA, and the RAW signal SNR distribution. This enables accurate quantification and comparison of techniques, establishing the accuracy of the proposed model.
1.5 SCOPE AND LIMITATIONS

The scope of this limited to the noise reduction of EEG signals, recorded from 81 individuals, 49 of whom were diagnosed with schizophrenia and 32 control participants, whom did not have the condition, with data collected from a single study and an extension of this study. The ratios of participants diagnosed with schizophrenia and control participants for the two investigations were 36:22 and 13:10 respectively. The individuals partook in 3 separate button pressing tasks. These specific tasks were assigned in order to isolate signals from certain cortexes of the brain related to the required tasks. ~100 trials of each task were performed and recorded over a time of 700ms each. 64 electrodes, placed on the individual’s scalp, simultaneously recorded the EEG information from each trial.

Examining EEG signals is advantageous for signal analysis as it is simple and cost-effective way to record real-world signals. Recording the electrical activity of the heart is possible using electrocardiography (ECG), which could also be used for signal analysis, although EEG is more versatile, as there are numerous areas of the brain which react differently to various stimuli. This enables complex analysis of the cognitive activity of individuals, whom can be categorised into a number of different classifications, related to the specific research conducted in a particular study. Although some of the data analysed in this particular investigation was obtained from individuals diagnosed with schizophrenia, the context of this research does not limit the analysis to individuals with this diagnosis. This research could be applied to any group of individuals. Ensuring there is a stimulus present at a specific time in each trial, however, allows for specific signal-to-noise ratio analysis, as the signal before the onset of the stimulus can be compared to the signal after the onset of the stimulus. This research described in this paper could not be conducted if there is no stimulus, as the signal-to-noise ratio could not be calculated. The sample size of the data set for analysis as a whole is sufficient, however, if this data is used to compare groups e.g. individuals diagnosed with schizophrenia and control subjects, analysing only 81 subjects to make assumptions on the population as a whole may not be sufficient for low confidence intervals (van Belle, 2008).
1.6 DOCUMENT OUTLINE

The remainder of this dissertation is organised as follows:

**Chapter 2 – Review of Existing Literature**
This chapter is comprised of a literary review to identify previously explored avenues of research that have investigated the study of brain activity, as well as the various techniques previously used to improve EEG signal analysis. A comparison of previously used techniques for reducing the noise in EEG signals is formulated, and, using this information, an alternative method is proposed, with the expectation of outperforming previous techniques.

**Chapter 3 – Experiment, Design and Methodology**
This chapter describes the experiment to be conducted in order to fill the gaps in the literature that have been identified in Chapter 2. The design of the experiment is comprehensively explained as well as the methods to be undertaken in order to analyse the performance of the experiment.

**Chapter 4 – Results, Evaluation and Discussion**
The results obtained from the experiment are described here, and the performance of the model is evaluated. The strengths and weaknesses of the executed model are discussed in detail, along with potential causes of error within the experiment that may have led to inaccurate results, and the areas along the experimental process at which improvements could have been made in order to design a better performing model.

**Chapter 5 – Conclusion**
Finally, an overview of the entire experiment is provided, describing the results, findings and insights procured during the experimentation process. Further avenues of potential research that could be pursued are proposed, as extensions of the experimentation carried out in this investigation.
2 REVIEW OF EXISTING LITERATURE

2.1 BRAIN ACTIVITY

The study of brain activity has been conducted for centuries, however, with the rapid growth of biological and medical sciences in the 19th century, research in the field of neurology became increasingly popular as the turn of the 20th century approached (Raichle, 2009). Since then, there has been an increasing interest in the study of cognitive processes, with ever improving results as the technological industry exponentially improves and expands.

In order to understand brain activity research in the 21st century, and the advancements being made to obtain more information, more accurately as well as more efficiently, it is imperative to review how brain activity research has progressed over time, and the different techniques that have been employed in order to achieve this.

2.1.1 Event Related Potentials

One focus of brain activity analysis that has been widely analysed throughout the 20th century and into the 21st century is the examination of event-related potentials (ERPs). Early researchers sought to characterise variations in the electrical activity of the brain during the performance of simple tasks and sensory processing (Davis, 1939; Walter, 1938). These electrical cognitive processes that occur in the brain when exposed to stimuli, or performing a task, were defined as event-related potentials. As researchers throughout the 20th century developed an increased interest in the activity of the brain, utilising signal averaging techniques became widely popular, with the ERP system becoming a key component in the cognitive neuroscientist analysis methods (Cooper, Winter, Crow & Walter, 1965; Davis H., 1964; Donchin & Cohen, 1967).

Although ERPs were first examined in the early 20th century, the use of ERPs still has a number of advantages over modern neuroimaging techniques, which makes it one of the most popular techniques used for analysing various cognitive functionalities. One
of the most prominent reasons for using ERPs for analysing brain activity over other modern techniques involves the temporal resolution available from the use of this method. Using ERPs allows for the measurement of brain activity at a level of milliseconds. As well as this, there is no significant conduction delay between the signal created inside the brain due to a stimulus, and the potential differences recorded on the scalp, which allows for cognitive data to be almost immediately recorded (Nunez & Srinivasan, 2006). Using ERPs provides a direct measurement of the currency of the cognitive system, due to the fact that brain is an electrical conductor, such that not only can cognitive responses to stimuli be identified using ERP data, the response can be quantified in direct relation to the intensity of the stimuli itself.

Early researchers (Adrian & Yamagiwa, 1935; Li, McLennan & Jasper, 1952) proposed a hypothesis that these field potentials were due to “postsynaptic activity of neural ensembles”, a hypothesis which is still is widely accepted in the scientific community (Nunez & Srinivasan, 2006; Logothetis, Pauls, Augath, Trinath, & Oeltermann, 2001). The belief is that the potential defined as ERPs is caused by “electrical potentials generated in the extracellular fluid as ions flow across cell membranes and neurons talk to one another via neurotransmitters” (Woodman, 2010). As a potential field needs to be large enough to transmit through the brain, dura, skin and skull, Cooper et al. (1965) and Ebersole (1997) propose that in order to be able to create an electrical field this with this criterion, \( \sim 10^7 \) neurons need to be simultaneously active. As well as this, these neurons have to be perpendicularly aligned to the surface of the scalp. Voltages produced by neurons can also be negated if other neurons are simultaneously active but have potentials of opposite orientation (Nunez & Srinivasan, 2006; Luck, 2005). The neurons must be simultaneously active with approximately the same orientation in order to allow the summation of voltages. Due to this, Woodman concludes that the primary generators of ERPs must be “the postsynaptic potentials of cortical pyramidal cells”, which are aligned perpendicular to the cortical surface. With knowledge of the “location and orientation of a specific neural generator in the brain”, the pattern of the voltage to be observed across the scalp can then be predicted.
The use of ERPs allows for the observation of a sequence of cognitive operations that occur from prior to the delivery of sensory information to the peripheral nervous system until after a behavioural response is rendered. Davis (1939) demonstrated that stereotyped variations in voltage were induced due to the presence of sensory stimuli. This information was particularly useful, as it showed that ERP responses could be quantified. Walter, Cooper, Aldridge, McCallum, and Winter (1964) expanded on this and determined that brain activity associated with task performance preparation could also be measured quantitatively. The “contingent negative variation” was shown to intensify before the onset of the stimulus to which the individuals in the study were required to respond. The peaks and troughs of the ERP signals allow for effective real-time visualisations of cognitive processing.

2.2 EEG

Electroencephalogram (EEG) recordings were the first method developed for direct and non-invasive measurements of brain activity from human subjects (Berger, 1929). The combination of analysing ERPs with EEG recording techniques allowed for much more interpretable information obtained about cognitive processes.

The use of averaging EEG signal voltages time locked to the onset of a stimulus, recorded over numerous trials in order to separate similar potential fluctuations present in all trials from the background noise of the brain activity, was widely used (Donchin & Heffley, 1975; Dawson, 1954). During this time, the 10-20 system was established for standardizing the placement of electrodes which allowed for much replicable studies and comparable ERP results. Jasper (1958) describes the ideal placement of each of the electrodes, determined by “measurement from standard landmarks on the skull” with “adequate coverage of all parts of the head” and standard designated positions. The labelling of the electrodes related to brain areas rather than numbers was to allow effective communication between all individuals, specialists and non-specialists, would be more meaningful. The electrode placement and labels can be seen in Figure 2.1.1-1.

Although EEG signals have been widely and effectively used and analysed since the first human trial in 1929, there have been a number of issues that still affect the
accuracy of EEG signal measurements. If these issues are not addressed when performing EEG analysis, it can affect the signal and result in biased outcomes.

Due to the nature of the brain, any stimulus, internally or externally, can evoke a cognitive reaction e.g. blinking of the eye or the occurrence of a sudden external sound. It is therefore imperative that EEG studies are performed ideally in a stimulus free environment to avoid undesirable brain activity.

![Diagram of the 10-20 international electrode placement system](image)

Figure 2.1.1-1 10-20 international electrode placement system (64 + 2 electrodes)

It may not be possible to avoid all stimuli affecting the participants, as something as seemingly insignificant as a brief eye movement can also significantly affect the EEG signal. For this reason, Woodman (2010) describes the importance of performing as “as many trials from each participant” as possible in order to lessen the impact of unintentional cognitive activity. Signal averaging across a large number of trials can significantly reduce the presence of bias in a study. Due to location of the “largest
single electrical dipole in the head is the corneoretinal potential, which points from the back of the eye toward the front of the eye”, when recording EEG signals and time-locked ERPs, even a small movement of the eye or blink can cause a large potential response. As well as this, eye movements can also be problematic when using auditory stimuli to analyse ERPs, due to visual attention being automatically drawn to the auditory signal source, as described by McDonald, Teder-Sälejärd and Hillyard (2000). The presence of these artifacts in EEG signals is just one of the issues that can affect the EEG signal readings.

Another feature that can negatively affect the accuracy of EEG signals is the concept of delayed stimuli presentation. When gathering this cognitive data from a participant, it is important to note that the waveforms and effects caused by the onset of various stimuli may last for at least a second, if not a number of seconds. If trials are conducted at a time interval of 1 second or less, the baseline period prior to the presence of the stimulus may coincide with the waveforms produced by the previous stimulus. It is therefore necessary to ensure that there are sufficient time intervals present between trials, to avoid the overlapping of brain activity. In addition to this, it may be necessary to retain the signal information of a number of milliseconds before the anticipatory brain activity in order to obtain baseline data to which the signal data can be compared. This is an important concept as it allows researchers to distinguish between the cognitive processes that are related to the stimuli and the background cognitive processes present throughout the brain, otherwise known as noise. In addition to this, Woods, Couchesne, Hillyard and Galambos (1980) describe the issue of ERP “refractoriness”. The study shows that amplitudes of EEG signals can be reduced when the eliciting stimulus closely follows the preceding stimulus, with auditory stimuli ERP amplitudes reduced even after 1 second had passed between stimuli (Lu, Williamson, & & Kaufman, 1992). Nelson and Lassman (1973) have even suggested that some auditory ERP responses may last tens of seconds. This reinforces the argument that stimuli should not be presented to the participants in rapid succession, as it could lead to inaccurate signal results and biased analysis.

Although these issues can be addressed, and EEG signals can be recorded with as few unwanted environmental influences as possible, one of the most commonly known
discrepancies that are present in EEG and ERP analysis is the existence of differences between individuals physiologically. Luck (2005) describes the extent to which differences between ERPs from a number of different individuals can exist. The discrepancies in these signals cannot be due to the noise present in the EEG signals or the process by which the data is gathered, as these differences are seen to be consistent across recording sessions and observers. It is hypothesised that the variances in ERPs between individuals may be due to the underlying cortical folding of the brain of each individual. According to this theory, each person may have similar ERP responses and cognitive processing procedures, yet because the potential pattern observed on the scalp is heavily dependent on the cortical folding pattern, the ultimate position at which certain cortexes end up may vary from person to person. There are a number of other physiological factors that may affect ERP responses from different individuals, such as skull thickness and conductivity. It is theorised that cognitive processes are common across most individuals, and it is the geometric noise in the anatomy of each individual that affects EEG readings.

Different physiological structures are not the only reason for discrepancies of EEG readings across individuals. It is often implicitly assumed that if an EEG signal is at a maximum at a given scalp location e.g. C2 on the 10-20 system, the signal is generated by the cortex located directly below the electrode (Homan, Herman, & Purdy, 1997). However, it is not possible to know the total number of simultaneously active neural network generators that contribute to the relative ERP, therefore it is not possible to determine whether the relevant activity that is measured is solely generated directly below that electrode. With two neurons simultaneously active but with opposite polarity, the net potential produced is 0V. Because of this, it is not possible to say for certain which areas of the brain are active or inactive. Helmholtz (1853) theorised that there are theoretically an infinite number of ways to measure 0 volts, even with significant amounts of potential activity present. However, according to Helmholtz, it is not possible to know where an electrical potential is generated if the number of simultaneously active generators is not known.

The issues mentioned above are important factors of which to be aware and consider when analysing EEG signals. In order to address these issues, an efficient, effective
and robust approach must be taken, to ensure as much of the vital information is obtained and retained, while the unnecessary signal information is discarded, so as not to contaminate the entire signal. The signal information to be removed can be regarded as noise.

2.3 NOISE IN EEG

2.3.1 Definition & Background

Noise in any signal can be defined as “an unwanted signal that interferes with the communication or measurement of another signal” (Vaseghi, 2008). This definition can be effectively applied to Electroencephalography signals. Due to the nature of brain activity, there can be a large quantity of undesirable signals present in a signal that can affect accurate measurements of ERP data. Any discrepancy caused by the presence of noise in a signal can vastly alter the electrical readings acquired and can, thus, lead to biased analysis of these signals, affecting any further analysis that may be conducted on the signals in the future. Distinguishing between ERPs and noise, however, can be particularly difficult in brain activity analysis.

2.3.2 Causes of noise

There are a number of factors that can produce noise in EEG signals. The largest source of noise in the brain, the alpha band activity, has a frequency range of between 8 – 12 Hz, due to its direct relation to the deployment of spatial attention (Foster, Sutterer, Serences, Vogel, & Awh, 2017). A number of studies demonstrate how alpha-waves are particularly large when individuals are drowsy or bored (Berger, 1929; Pfurtscheller, Stancák, & Neuper, 1996). Because of this, Woodman (2010) proposes a number of methods that can be used in order to ensure participants are alert and engaged in the task required of them. One method suggested involves using short sets of task trials, allowing sufficient time in between each set for participants to re-adjust their focus and engage fully with the task at hand. This can be particularly effective for analysing ERP data as it reduces bias in the data as well as reducing the number of trials needed to acquire sufficient information.
As discussed in Section 2.2, almost any mechanical movement of the body will be preceded and superseded by cognitive activity. Actions as seemingly insignificant as a blink or slight eye movement can have a sizeable effect on the EEG signal. Joyce, Gorodnitsky and Kutas (2003) describe how brain signals created by eye movements and blinks “can be orders of magnitude larger than brain-generated electrical potentials”. The authors discuss the importance of removing the effects caused by these artifacts, without rejecting all aspects of the contaminated data and signal information from the trial, as this could lead to large quantities of otherwise useful data being lost.

In order to measure the effect of noise on a signal, a sufficient mathematical process is needed. One widely used mathematical process used for quantifying the effect of noise on a signal is the calculation of the signal-to-noise ratio.

### 2.3.3 Signal-to-noise ratio

The signal-to-noise ratio (SNR) of a signal is a measurement that compares the actual signal information to the noise present in the signal. It can be simply defined as the ratio of the power of the signal to the power of the noise in a signal. An optimal SNR of a signal would tend towards infinity as the optimal noise of a signal would tend toward zero.

The signal to noise ratio for a signal is calculated using the formula:

$$ SNR = 20 \log_{10} \left( \frac{S}{N} \right) $$

$$ S = \frac{\sum_{i=1}^{\text{len(signal)}} (\text{signal}_i)^2}{\text{len(signal)}} $$

$$ N = \frac{\sum_{i=1}^{\text{len(noise)}} (\text{noise}_i)^2}{\text{len(noise)}} $$

**signal:** voltage amplitude readings of the signal

**noise:** voltage amplitude readings of the noise

**len:** number of readings
2.4 NOISE REDUCTION TECHNIQUES IN EEG

The denoising of signals and removal of artifacts from EEG signals have been thoroughly investigated from many different perspectives, using numerous techniques, since the conception of electroencephalography in 1929. In recent years, there has been a focus on modern machine learning techniques in efforts to reduce the presence of noise in EEG signals, but before the development of these methods, classical mathematical techniques were relied upon in order to achieve this.

2.4.1 Classical Techniques

2.4.1.1 Common Classical Techniques

A common technique used for the removal of noise from many different types of signals is the use of filters. Ille, Berg and Scherg (2002) examine the use of spatial filters based on artifact and brain signal topographies. The study investigates whether using these spatial filters can remove artifacts completely without any distortion of relevant cognitive activity. The study demonstrated that the technique can prove to be an effective technique for reducing undesired noise in EEG signals. McFarland,McCane,David and Wolpaw (1997) examined the use of spatial features in greater depth, by comparing four alternative spatial filtering techniques, measuring the speed and accuracy at which subjects could control a mouse cursor to move to a target on a video screen. The cursor movement was performed by the subjects through control of the “amplitude and mu-rhythm activity” in electroencephalography signals recorded over the sensorimotor cortex. The four spatial filters that were used in the study included “a standard ear-reference, a common average reference (CAR), a small Laplacian (3 cm to set of surrounding electrodes) and a large Laplacian (6 cm to set of surrounding electrodes)”. It was found that the CAR and large Laplacian techniques were the best performing filters, and performed significantly better than the ear-reference technique. The study discusses the importance of establishing appropriate noise reduction techniques in order maximize the signal-to-noise ratio of EEG signals, and therefore improve the speed and accuracy of EEG-based communication.

As effective as the use of filtering proves to be, Woodman (2010) describes how “no filtering settings exist that will remove noise without removing some of the signal
itself”. This is due to similar frequency bands in which ERP components and signal noise are found. As well as this, as the intensity in which filtering is increased, the likelihood of amplitude and timing distortion is greatly increased, a concept which was explored by Duncan-Johnson and Donchin (1979). Because of this, it is imperative to investigate alternative methods for noise reduction in EEG signals, methods which effectively reduce noise in a signal, but retain the vital information of the ERPs.

Other methodologies that have been used since the first recording of human EEG signals have involved specific feature extraction from these signals. Nikulin, Nolte and Curio (2011) have investigated the use of spatio-spectral decomposition for extracting neuronal oscillations from multi-channel EEG, magnetoencephalographic and local field potential recordings. The technique maximizes the power of the signal at a peak frequency, while minimizing the signal power at the surrounding frequency bins, with effective results, outperforming conventional procedures based on independent component analysis in accuracy. The running time of the spatio-spectral decomposition technique was in the range of milliseconds, separating it from other extraction methods, which could take as long as minutes or hours to complete. Haufe, Dahne and Nikulin (2014) propose dimensionality reduction of brain oscillations using spatio-spectral decomposition. The technique was found to particularly advantageous to other supervised techniques, because of its ease of use, absence of supervision and its capability of effective dimensionality reduction of multivariate signal data.

As well as decomposition, specific feature identification and extraction in EEG signals are important factors when addressing the concept of noise reduction. Artifact removal is a highly researched area in electroencephalography, as it can greatly aid in the reduction of signal noise. Maddirala and Shaik (2016) have also investigated artifact removal from EEG signals by combining singular spectrum analysis along with adaptive noise cancellation, in order to remove electrooculographic artifacts from EEG signals which degrade the performance of the brain-computer interface. The technique was found to outperform existing methods in terms of mean absolute error and root mean square error.
Feature extraction has also been effectively executed using various signal transformations. One example of signal transformation that has proven to be extremely effective is the wavelet transformation/decomposition. Wavelet transformations were first formulated by Grossman and Morlet (1985). The process is a mathematical procedure for performing signal analysis on time-dependent signals which decomposes a signal into a time-frequency representation, which can then be used for further analysis. These transformations have proven to be particularly useful for noise reduction in EEG. Peng et al. (2013) describe the removal of ocular artifacts from EEG signals using discrete wavelet transformation and adaptive noise cancellation. The technique was found to have superior performance with respect to “the recovery of true EEG signals” as well as an improved tracking performance. Ahmadi and Quiroga (2013) use wavelet transformations as a method for automatically denoising EEG signals, testing simulated, and real, visual and auditory ERP data. The method was shown to perform particularly well for amplitude and latency estimations of the simulated data when compared to Donoho’s thresholding denoising technique (Donoho & Johnstone, 1994). The method provided a “simple, automatic and fast tool” that accommodated the study of single EEG trial responses and their behaviour.

Mahajan and Morshed (2015) also employ wavelet analysis techniques in order to investigate the use of modified multiscale sample entropy and kurtosis to automatically identify specific features in EEG signals. The study introduced an “unsupervised, robust and computationally fast algorithm” in order to perform biorthogonal wavelet decomposition was used to reduce the noise present in the EEG signal. The performance between the proposed method and independent composed analysis (ICA) decomposition were compared, analysing mutual information, correlation coefficient, and spectral coherence. Improved performance in reconstructed EEG signals using the proposed method was found when compared to the conventional zeroing-ICA and wavelet enhanced ICA artifact removal techniques. Using the proposed procedure negates the need for relying on manual intervention to accurately identify the independent artifactual elements, a method which can be inefficient when compared to the proposed wavelet decomposition method.
As can be seen above, there are benefits to using the techniques described as the primary noise reduction techniques of EEG signals. However, there is a vast body of evidence that supports the use of dimensionality reduction techniques for noise reduction. These techniques have been widely employed for noise reduction, as they provide certain advantages that are unobtainable using other methods.

2.4.1.2 PCA Dimensionality Reduction

Principal Component Analysis (PCA) is another dimensionality reduction technique and is one of the most widely used multivariate techniques in statistics and is commonly used technique for increasing EEG signal-to-noise ratios. PCA was first conceptualised in 1901 by Karl Pearson (Pearson, 1901). The study explored the concept of an “affine space that best fits a series of points, where the fit is measured by the sum of squared orthogonal distances from each point to the space” (Reris & Brooks, 2015). This concept has been developed and expanded upon since then and is now applied to a vast number of different disciplines, one of which is signal processing.

García-Laencina, Rodríguez-Bermúdez and Roca-Dorda (2014) propose the use of Principal Component Analysis, Locality Preserving Projections and Local Fisher Discriminant Analysis to explore dimensionality reduction in EEG signals as a pre-processing method for classification. The techniques were found to be particularly beneficial in the pre-processing stage of data preparation, resulting in high accuracy performance and classification results. Kang and Zhizeng (2012) explore the use of PCA combined with density estimation blind source separation in order to achieve successful de-noising of multi-channel EEG signals. The study showed that the proposed method can successfully eliminate the principal interference of multi-channel EEG signals, both effectively and rapidly, while maintaining stability. Babu and Prasad (2011) compare the performance of PCA dimensionality reduction against wavelet threshold for the removal of ocular artifact from EEG signals. The performance of the techniques was measured by the respective signal-to-noise ratios of the EEG signals after processing by each of these techniques. It was observed that
using the PCA method resulted in an increased signal-to-noise ratio when compared to that of the wavelet threshold.

As seen above, the use of PCA for noise reduction in EEG signals can be very effective. However, there are dimensionality reduction techniques that have been employed other than PCA that have also proven to be successful for the reduction of noise in EEG signals.

2.4.1.3 ICA Dimensionality Reduction

Independent Component Analysis was first conceptualised by Hérault and Jutten (1986), named so because of the its similarities with Principal Component Analysis. The study proposed a learning algorithm that had the ability to blindly separate mixtures of independent signals, with the only assumption being that the sources were independent. This idea has been widely expanded upon since then and, similar to PCA, is applied to a number of fields of study today.

Srinivasulu and Sreenath Reddy (2012) adopt the use of ICA for artifact removal and denoising from EEG signals. Each source of electrical potentials, in particular ocular artifacts from which PCA was unable to separate other brain signals, projects a unique topography onto the subject’s scalp. The study explores whether it is possible to successfully separate the EEG signal into “mutually independent scalp maps” in order to reduce the noise present in the signal. It was found that the use of ICA could not only protect the useful signals to be analysed, but could also weaken, if not fully remove, unwanted artifacts of the EEG signal. Vorobyov and Cichocki (2002) also explore the potentials of ICA for EEG signal separation as a combination with filtering for extensive noise reduction. Separating the signals using ICA enables the filter to fulfil a much more comprehensive filtering process, as each filter would be individualised for each source. The combination of ICA and other denoising methods have proven extremely successful for EEG noise reduction.

Jung, et al. (1997) discuss how rejecting EEG data contaminated with unwanted artifacts can result in a significant loss of information, a result which may be impractical for clinical data. Because of this, it is extremely important to accurately
separate sources in order to reduce EEG signal noise. The study explores using ICA to separate signal sources through blind source separation. It was found that removing a wide variety of EEG artifacts could be successfully achieved to a better extent than the use of regression models. ICA was found to be computationally efficient and can successfully separate EEG and its artifacts without relying on “clean” reference channels to use as baseline data. As successful as ICA has proven to be, Jung et al. note that “the results of ICA are meaningful only when the amount of data and number of channels are large enough”. Without this criterion fulfilled, biased results could be produced. The authors suggest conducting an investigation into the minimum data length and number of channels needed for artifact removal. As well as this, ICA requires visual inspection in order to select and remove undesired artifacts manually from the signal.

The benefits of using classical techniques for EEG signal noise reduction are evident and have been proven numerous times to be extremely efficient and effective. However, with recent technological advancements, there has been an increased interest in the use of machine learning techniques to reduce noise in all signal types.

2.4.2 Machine Learning Techniques

With the rapid development of machine learning in recent years, numerous newly proposed strategies have been implemented investigating whether the signal to noise ratio of EEG signals can be significantly increased using machine learning techniques, when compared to classical techniques, such as those mentioned above.

2.4.2.1 Autoencoders

“Autoencoders are neural networks trained to reproduce its input as accurately as possible” (Lauzon, 2012). The aim of these types of neural networks is to capture important variation factors of the input data while negating what is deemed as unnecessary information, and reproduce this reduced data as the output. As a by-product of this, it is hypothesised that the autoencoder will remove what is considered noise by the researcher, leaving only the relevant EEG signal. The implementation of a number of different neural network types has been examined for EEG signal feature
extraction and denoising, such as sparse autoencoders, stacked autoencoders, recurrent neural networks and convolutional autoencoders.

![Basic structure of a sparse autoencoder](image)

**Figure 2.4.2-1 Basic structure of a sparse autoencoder**

The potentials of using stacked autoencoders have been investigated for feature identification and extraction in EEG signals. Stacked autoencoders are neural networks comprised of several layers of sparse autoencoders, where each hidden layer output is the input for the successive hidden layer, as described by Vincent, Larochelle, Lajoie, Bengio and Manzagol (2010). Their investigation provides an insight into building deep networks based on these types of autoencoders. This offers an informative foundation for the examination and development of autoencoding algorithms for the denoising of signals. Supratak, Li and Guo (2014) examine the potentials of stacked autoencoders for feature extraction from raw, unlabelled EEG data in order to detect epileptic seizures and Kulasingham, Vibujithan, and De Silva, (2016) discuss the comparison of the classification ability of stacked autoencoders and Deep Belief Networks for EEG signal features. Stacked autoencoders were found to perform particularly well with high accuracy results. It was found, however, that the use of stacked autoencoders included high model complexities as well as long training time durations. For effective and efficient results, it is particularly important to address these issues note when designing a model for EEG signal analysis.
2.4.2.2 Recurrent Neural Networks

As well as autoencoding neural networks, recurrent neural networks (RNNs) have also been studied in order to determine to what extent they can be used to denoise EEG signals. Pardede, Turnip, Robinson Manalu and Turnip (2015) employ an adaptive RNN in order to reduce the effect of ocular artifacts in EEG signals. The EEG signals were analysed for three conditions; no ocular input, eye blinks, and closed eyes. The proposed method was successfully able to estimate the cognitive activity according to the given stimulus, and remove the artifacts from all subjects. Selvan and Srinivasan (2000) state the importance of removing ocular artifacts from EEG signals. The study proposes using a combination of adaptive noise cancellation and adaptive signal enhancement in a single recurrent neural network. The RNN was found to successfully remove unwanted artifacts from the signals, increasing the signal-to-noise ratio of the EEG signals.

Figure 2.4.2-2 Basic structure of a stacked autoencoder

2.4.2.3 Alternative Machine Learning Techniques

Other than autoencoders, other Machine Learning approaches have been investigated for EEG signals analysis. Support Vector Machines (SVM) have been investigated for EEG signal processing and artifact handling by O’Regan and Marnane (2013). Other neural network configurations have been also been investigated for EEG signal
analysis. Nguyen et al. (2012) propose a wavelet neural network for the removal of EOG artifacts from EEG signals. The proposed method successfully removed the artifacts with better results than wavelet thresholding without diminishing important EEG data, while being computationally and more convenient that the tested ICA model.

Although it can be seen that there have been a number of different approaches to EEG signal analysis using various machine learning techniques, there have been a limited number of investigations performed relating to denoising EEG signals specifically using autoencoding Convolutional Neural Networks (CNNs). There is reason to believe that this method could yield more precise results than previous alternative approaches for denoising these signals. In order to investigate this approach, it is important to closely examine the structure and behaviour of CNNs from a number of different perspectives, and from this, assess how they could prove effective at EEG signal denoising.

### 2.5 CONVOLUTIONAL AUTOENCODERS

Convolutional Neural Networks were first designed by Fukushima (1980). The structure of the CNN was based upon the research carried out by Hubel and Wiesel (1968) which examined the hierarchy structure of the visual nervous system in animals, noting that neurons in the visual cortexes of animals respond individually to small regions of the visual field. The system developed by Fukushima, which was named “neocogitron”, comprised of two layers: a convolution layer and a downsampling (pooling) layer. The convolutional layer initialises the neural network, where the features of the neural network need to be learned using parameter weight sharing, while the downsampling layer summarises regions of a feature map of the convolution layer in a lower dimensional space. This combination of layers produces a summarised version of the data, and has been applied to many fields of research in order to gain further insights previously unobtainable by other methods.

The main advantage of using CNNs over other methods, is such that CNNs can automatically detect what are seen as important features in a system without human supervision. The use of weight sharing efficiently reduces the complexity and number
of weights in the network, resulting in a significantly more computationally efficient structure (Neubauer, 1998).

2.5.1 Examples of CAE noise reduction

Denoising autoencoders were first introduced by Vincent et al. (2008) as an extension to classical autoencoders. Autoencoding techniques based on a CNN structure have been implemented in numerous studies since then, in order to investigate the potential for feature extraction and noise reduction in various signals. A basic denoising convolutional autoencoder consists of an input later, with a convolution layer and pooling layer. This result is an encoded layer. An upsampling layer and deconvolution layer are added to system in order to restore the data to its original shape.

The use of Convolutional Autoencoders (CAE) has been found to be particularly beneficial in the medical industry. Gondara (2016) demonstrates the potentials of using stacked convolutional denoising autoencoders for the reduction of noise in mammogram images and dental radiography images using small sample sizes, as is typical in the medical industry. The technique was found to successfully reduce the noise in the aforementioned medical images, using a sample size of ~300 images. It was found with particularly high noise levels, at which other denoising methods would be unsuccessful, the CAE was able to successfully recover the original signal.

Zhao, Wang, Zhang and Zhang (2015) explore the use of CAE denoising techniques for the improving automatic speech recognition. The study describes the establishment of a CAE designed to learn local musical patterns and remove them from music-embedded speech signals. The model was evaluated using English and Chinese, combined with four types of music: Piano-Beethoven Moonlight Sonata Chapter 3, Violin-Theme from Schindler's List, Symphony-Radetzky March, Rap-Nunchaku Jay Chow. The CAE was found to successfully remove musical patterns from the music embedded speech samples. As well as this, the model was found to be consistent across both languages as well as the all four different music types.
However, as denoising autoencoding techniques are relatively recent in their discovery and analysis, there are still many areas of focus to which denoising autoencoders have not been applied, specifically convolutional autoencoders (CAEs).

Figure 2.5.1-1 Basic structure of stacked convolutional autoencoder

2.6 SUMMARY

2.6.1 Overview

As can be seen in this chapter, there have been many approaches to feature extraction and noise reduction in EEG signals, both classical approaches as well as machine learning approaches. Classical approaches that have proven to be effective for noise reduction include the use of filters, transformations and dimensionality reduction. Although these methods were found to perform successfully and accurately, there are limitations to the extent at which they can perform. Because of this, recently established machine learning techniques have been employed in order to address the issues which previously eluded classical noise reduction techniques, with a number of avenues of research yet to be pursued.
2.6.2 Gaps in Literature

Although comprehensive research has been conducted into electroencephalography signal feature identification, extraction and noise removal from many aspects, a small number of gaps in this domain have been identified, as mentioned by Yang, Duan, Fan, Hu, and Wang (2018), who describes the potentials of convolutional autoencoders for EEG signal strengthening in future works. From this, similar recommendations, and researching the numerous other methods that have been discussed, the research that will be pursued in this investigation will involve the use of convolutional autoencoders in order to reduce the noise found in EEG signals. There is evidence to suggest that the performance of convolutional autoencoding techniques is better than previously proven effective feature enhancement of signals such as Principal Component Analysis, as described by Helal, Eldawlatly and Taher (2017), and it is expected that in this study, convolutional autoencoders could also prove to be similar to, or more effective than, PCA at reducing noise in electroencephalography signals.

2.6.3 Research Question

These investigations lead to the theory that, as basic autoencoders are seen to be effective at extracting features from EEG signals, convolutional autoencoders could be more precise and efficient at reducing noise in EEG signals.

“To what extent can a stacked autoencoder, designed using one-dimensional convolutional neural network layers, increase the signal-to-noise ratio of electroencephalography signals, and is it possible to outperform previously proven effective noise reduction techniques, such as Principal Component Analysis?”
3 EXPERIMENT, DESIGN & METHODOLOGY

In this project, a convolutional autoencoder will be designed in order to increase the signal-to-noise ratio of Electroencephalogram signals. This chapter describes the design of the experiment that will be implemented in order to decide whether the null hypothesis can be rejected.

The null hypothesis to be tested is described in this chapter, as well as the respective alternate hypothesis. This hypothesis will be tested by designing a convolutional autoencoder, preparing the data to be used appropriately, and tuning the hyperparameters of the convolutional autoencoder to create the best performing model. How the data was originally collected is described in this chapter, as well as the preparation performed on the data to be used in this experiment, its final shape and size, and how it is to be used and processed by the convolutional autoencoder.

As well as this, the details of how the acquired results will be evaluated are described, and how specific statistical techniques can be used to determine the whether the null hypothesis can be rejected. The final model design will then be summarised, outlining the strengths and limitations of the proposed model.

The experimental methodology undertaken in this investigation closely follows the CRISP-DM (CRoss-Industry Standard Process for Data Mining) methodology for the required data mining tasks (Shearar, 2000).

3.1 HYPOTHESIS

H₁: If a stacked autoencoder is designed using a one-dimensional convolutional neural network layer, the signal-to-noise ratio of electroencephalography data can be increased when compared to principal component analysis.

H₀: If a stacked autoencoder is designed using a one-dimensional convolutional neural network layer, the signal-to-noise ratio of electroencephalography data cannot be increased when compared to principal component analysis.
3.2 DATA

3.2.1 Data Collection

The data used in this experiment consists of EEG signals from 81 separate subjects, recorded on 64 individual electrodes, placed at specific locations on each subject’s scalp, as described by Ford, Palzes, Roach, and Mathalon (2013). Each subject was exposed to three separate conditions/stimuli, which consisted of individual button pressing tasks. Condition 1 involved the subject pressing a button every 1-2 seconds to deliver a 1000 Hz, 80 dB sound pressure level, tone with no delay between pressing the button and the tone onset. The task was stopped after ~100 audio tones were generated. Condition 2 involved the subject passively listening to a generated tone but not performing any motor task, also conducted ~100 times. Condition 3 consisted of the subject pressing a button at a similar rate as Condition 1, with no tone generated, performed ~100 times.

Figure 3.2.1-1 Example of EEG signal over 700ms with stimulus presented at 100ms
The voltage amplitude from each electrode located on the subject’s scalp was recorded for each trial over a time of 700ms; 100ms before the onset of the stimulus and 600ms after the onset of the stimulus. The data recorded before the occurrence of the stimulus is regarded as the noise (-100ms to -1ms inclusive). The data recorded after the occurrence of the stimulus is regarded as the signal and noise combined (0ms to 599ms inclusive).

An example of a plot of the obtained signal can be seen in Figure 3.2.2.

3.2.2 Data Preparation

The voltage amplitude readings from each of the 64 electrodes were recorded as individual vectors of length 700 for each trial conducted. Three dataframes for each subject were created, one for each condition. The data from each channel and trial was concatenated for each condition resulting in three dataframes for each subject with 700 rows and ~6,000 columns per dataframe. The individual dataframes for each subject was also separately concatenated to produce another dataframe with a shape of 700 rows and ~500,000 columns per condition. Each column is to be used as a 1-dimensional vector of length 700 as an input for the convolutional autoencoder.

For each subject, the vectors from all three condition dataframes were separated into training and test data at a ratio of 70:30 respectively, resulting in 81 training and test datasets to be used for the individual convolutional autoencoder (Multiple CAE) for each subject. Similarly, the overall dataframe was also split into training and test data at a ratio of 70:30 respectively to be used for the single convolutional autoencoder (Single CAE).
Figure 3.2.2-1 Example of EEG data shape for a single Subject and single Condition before preprocessing.

Figure 3.2.2-2 Example of EEG data shape for single Subject and single Condition after concatenation.
3.3 CONVOLUTIONAL AUTOENCODER DESIGN

For the designing of a convolutional autoencoder (CAE), there are a number of hyperparameters that must be selected to determine the most efficient and accurate model that can be established. Each column is to be used as a 1-dimensional vector of length 700 as an input for the CAE.

3.3.1 Hyperparameter Tuning

There are a number of hyperparameters that need to be tuned in order to create an effective CAE. The hyperparameters to be addressed include:

1. **number of convolution layers** – number of layers that feature in the convolutional autoencoder
2. **filter size** – the dimensionality of the output space of the convolutional neural network
3. **kernel size** – specifies the length/size of the convolutional window that convolves over the data
4. **pooling strategies** – reduces the dimensionality of the vector
5. **pooling size** – the factor by which the dimension is reduced
6. **activation function** – a transformation that is applied to the input signal of a neural network layer, with the output transferred to the next layer
7. **number of epochs** – number of times a dataset is passed forward and backward through the neural network
8. **batch size** – size of the dataset to be passed through the neural network for each epoch
9. **optimizer** – determines the most accurate possible model from the data
10. **loss function** – function used to determine to what extent the algorithm models the dataset
11. **training/test split** – ratio split of data for training and test data

- 1. Using one hidden layer in a neural network “…can approximate any function that contains a continuous mapping from one finite space to another”, while using two layers “…can represent an arbitrary decision boundary to arbitrary
accuracy with rational activation functions and can approximate any smooth
mapping to any accuracy” (Heaton, 2018).

- **2/3.** Appropriate kernel and filter sizes must be decided such that the accuracy
of the model is unaffected, but the number of parameters is low enough that the
model is not overly computationally expensive. Larger kernel sizes result in
slower training/test times by the model but allows for complex learning. Smaller kernel sizes have quicker training/test times but do not learn to
recognise local features. Smaller values for filter sizes allow for more
recognition of more local features in the data whereas larger values are used for
more generic feature recognition.

- **4/5.** “A pooling function replaces the output of the net at a certain location with
a summary statistic of the nearby outputs” (Goodfellow, Bengio, & Courville,
2016, p. 335). Pooling involves non-linear down-sampling of the data by
summarising the data within a window by a single feature. Two commonly
used pooling strategies include *MaxPooling* and *AveragePooling*; *MaxPooling*
involves summarising the data by using the maximum value within a window,
whereas *AveragePooling* summarises the data with the mean value of data
within a window. The pooling size is the factor by which each feature map is
reduced.

- **6.** Activation functions are linear or non-linear. Non-linear activation functions
are generally used for classification problems as the output is always between 0
and 1. Linear activation functions allow for outputs between -infinity and
infinity.

- **7/8.** The ideal number of epochs can be determined using a validation curve.
There is a trade-off between the batch size and the number of iterations for
training the Neural Network. Choosing the correct value for these parameters
can combat the issue of overfitting and produce a higher quality model.
- **9.** There are a number of available optimizers to use for CNNs. Stochastic Gradient Descent (SGD), RMSProp, Adagrad, Adadelta, Adam, Adamax, Nadam.

- **10.** An appropriate Loss Function will be chosen based on the objective of the CAE. There are a large number of available Loss Functions available to use.

- **11.** A suitable split for the training and test data is needed to ensure that the model has enough data with which to be trained, but also enough test data in order to accurately evaluate the model performance.

### 3.3.2 Final Model Selection

The final model to be used will consist of the hyperparameters that will result in the best model performance.

<table>
<thead>
<tr>
<th>Final Model Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of hidden convolution layers</td>
</tr>
<tr>
<td>Kernel size</td>
</tr>
<tr>
<td>Filter size</td>
</tr>
<tr>
<td>Pooling strategy</td>
</tr>
<tr>
<td>Pooling size</td>
</tr>
<tr>
<td>Activation function</td>
</tr>
<tr>
<td>Number of epochs</td>
</tr>
<tr>
<td>Batch size</td>
</tr>
<tr>
<td>Optimizer</td>
</tr>
<tr>
<td>Loss function</td>
</tr>
<tr>
<td>Training/Test Split</td>
</tr>
</tbody>
</table>

*Table 3.3.2-1 Final model hyperparameter to be selected*
- 1. The number of hidden convolution layers to be chosen will be used in order to produce a simple convolutional neural network, reducing computation time but with enough complexity to learn global features in the first layer and learn local features in the second.

- 2/3. A larger filter size with a larger kernel size will be used in the first layer of the convolutional autoencoder in order to generate an overall interpretation of the signal, learning global features. A smaller filter size and a smaller kernel size will be used in the subsequent layers of the convolutional neural network to learn more complex and local features.

- 4. As an autoencoder is being designed in order to recreate a signal, it is important to use as much information from the signal as possible. Using MaxPooling only uses the maximum value in the window and disregards the other values, whereas using AveragePooling takes all information in the window into account.

- 5. A larger pooling size for the initial hidden layer will be used for the first layer with gradually decreasing with pooling sizes subsequent layers.

- 6. As the aim of this autoencoder is to reproduce the original signal, an appropriate activation function must be used. Certain activation functions, such as RELU and tanh, produce values within a limited range, whereas a Linear activation function is not constrained to limits and can reproduce any real input value.

- 7/8. The epoch number at which the validation curve of the training loss and validation loss of the data converges will be chosen as the ideal epoch number. The batch size to be used will be small enough so as not to overfit the model, but large enough to avoid sample bias.

- 9. Adam is a widely used optimizer for neural networks as it is “computationally efficient, has little memory requirements has little memory
requirements, is invariant to diagonal rescaling of the gradients, and is well suited for problems that are large in terms of data and/or parameters” (Kingma, D. & Ba, J., 2015).

- **10.** As the convolutional autoencoder is used as a regressor, a regression loss function must be used. The Mean Squared Error is a broadly used regressor, as it produces larger errors when larger mistakes are made, compared to smaller errors for smaller mistakes, punishing larger mistakes more harshly. It is calculated by squaring the mean of the squared differences between predicted and actual values, with results always positive.

- **11.** The data was split into training and test data at a ratio of 70:30.

### 3.4 EVALUATION OF RESULTS

#### 3.4.1 Signal-to-noise ratio

The signal to noise ratio for each signal is calculated using the formula:

\[ SNR = 20 \log_{10} \left( \frac{S}{N} \right) \]

\[ S = \frac{\sum (signal)^2}{\text{len}(signal)} \quad N = \sqrt{\frac{\sum (noise)^2}{\text{len}(noise)}} \]

- **signal:** voltage amplitude readings 0ms – 600ms
- **noise:** voltage amplitude readings -100ms – 0ms
- **len:** number of readings

The voltage amplitude of the signal was recorded over 700ms, recorded at every millisecond. At 100ms, the stimulus was introduced. The signal readings before the stimulus and regarded as the noise of the signal and the signal readings after the stimulus are regarded as the signal. These values of these readings were squared and summed, and then divided by the number of readings taken. The log of the ratio of the
square root of these, signal and noise, was calculated and multiplied by a factor of 20 in order to calculate the power signal-to-noise ratio of the signal.

This process is conducted for (1) the test data before being processed by the convolutional autoencoder, (2) the PCA reduced test data (baseline), and (3) the test data after being processed by the convolutional autoencoder.

The distribution of the signal-to-noise ratios for each of processes (1 – 3) are plotted in order to visualise their distributions and visually estimate whether there has been a significant shift in the signal-to-noise ratios before and after being processed by PCA as well as the CAE.

3.4.2 **Hypothesis Testing**

To determine whether the signal-to-noise ratio has increased when using convolutional autoencoding techniques compared to using Principal Component Analysis, a number of tests will be conducted.

3.4.2.1 *Principal Component Analysis*

Principal Component Analysis will be used as a baseline test to which the convolutional autoencoder results will be compared in order to quantify the effectiveness of the designed model at increasing the signal-to-noise ratio of the signals.

By deconstructing signals using PCA transformations, the input signal information is summarised in a reduced number of components. By reconstructing a signal using an inverse PCA transformation, the number of components in a signal is increased. When these transformations are combined, a reconstructed signal is produced with summarised information the original signal, but the same number of components. This process results in only vital information being retained, removing what is considered irrelevant information, reducing the noise in the signal, and thus increasing the signal-to-noise ratio.

When using PCA for dimensionality reduction, factors should be stopped when at least 95% of the variance is explained, as recommended by Hair, Anderson, Tatham and
Black (1995). Because of this an explained variance of 95% will be chosen for the PCA reduction.

3.4.2.2 Single Stacked Convolutional Autoencoder

A single stacked convolutional autoencoder was designed for the entire dataset. The distribution of signal-to-noise ratios will be calculated for the raw signals, PCA reduced signals and autoencoded signals for each Condition. The Harrell-Davis estimated (Harrell, F. & Davis, C., 1982) decile values will be calculated for each distribution. This method was chosen to compare distributions as it provides a more informative analysis of the entire distribution rather than single value comparison such as the mean of median.

For each condition, the differences in the respective Harrell-Davis decile values between the raw signal (RAW) SNRs and PCA reduced signal (PCA) SNRs, as well as the differences in the respective Harrell-Davis decile values between the RAW SNRs and autoencoded signal (CAE) SNRs, will be recorded. The mean values of these differences will be compared. If the mean difference of the RAW-CAE SNRs is greater than the RAW-PCA SNRs, there will be evidence to support rejecting the null hypothesis.

To further expand on this, the difference between each Harrell-Davis decile value will also be recorded and examined. This will reveal whether one or more of the decile difference values is an outsider, which could skew the results. If the majority of the deciles, 5 or above, of the RAW-CAE decile differences are greater than the respective RAW-PCA decile differences, this will also indicate that there is evidence to support rejecting the null hypothesis.

3.4.2.3 Multiple Stacked Convolutional Autoencoders

A convolutional autoencoder will also be designed for each Subject of the data using the same hyperparameters as the Single CAE. This is to establish whether a generalised model could be designed that could be applied to any individual, rather than being person specific. In order to test the performance of the convolutional autoencoder for
each Subject, similar statistical analysis tests as are to be performed on the Single CAE, will be performed on the *Multiple CAE* for each Subject.

The mean Harrell-Davis decile difference calculations will be performed on each of the SNR distributions for each subject. Each of the RAW-CAE results will be compared to their respective RAW-PCA results. If the majority (41 of 81 subjects) of the raw-autoencoder results are greater than their respective raw-PCA results, it can be concluded that there is sufficient evidence to reject the null hypothesis. This will also be performed for each of the 3 Conditions.

The distribution of Harrell-Davis decile differences for RAW-PCA and RAW-CAE SNR values will also be analysed in order to establish whether outliers within the dataset significantly skew the obtained results. This also gives insight into which deciles exhibit the greatest variation and range differences.

![Diagram of testing and analysis process](image)

*Figure 3.4.2-1 Diagram of testing and analysis process*
3.5 SUMMARY

A 1-dimensional convolutional autoencoder was designed in order to increase the signal-to-noise ratio of EEG signals while minimising the loss of important information. The data was obtained using a 10-20 system Electroencephalography cap, which had 64 electrodes, located at specific areas on a Subject’s scalp. The voltage amplitude of the brain activity from 81 Subjects was recorded, with each Subject performing three independent tasks, ~100 times for each task. Each trial was recorded over 700ms. The recorded data from each electrode was used as a one-dimensional vector with a length of 700, a single reading every millisecond. The data from each Subject was converted into a dataframe of 700 rows and ~6,000 columns for each Condition, with each column to be used as an input vector to the convolutional autoencoder.

Two approaches will be taken to test the proposed hypothesis.

Single CAE: The first approach involves creating a single convolutional autoencoder that uses the data from each Subject, split into their respective Conditions. The entire dataset with ~1.5 million vectors will be used for model training and testing, the data split at a ratio of 70:30 respectively, to promote a generalised convolutional autoencoder design. The test data will be divided into three datasets, each associated with the appropriate Condition. The signal-to-noise ratio will be calculated for the test data before and after processing and recorded. The Harrell-Davis (HD) decile values will be calculated for the SNR distributions of raw EEG signals (RAW), PCA reconstructed signals (PCA) and CAE reconstructed signals (CAE). The HD decile differences between the RAW and PCA SNR distributions, as well as the RAW and CAE SNR distributions, will be calculated.

The RAW-PCA HD decile differences will be subtracted from the respective RAW-CAE HD decile differences, resulting in 9 values.

- The mean of these values will be calculated. A positive calculated value will indicate that the CAE reconstructed signals have higher SNR values than the
PCA reconstructed signals, signifying that the CAE performed better than PCA.

- If 5 of the 9 values are positive, this will also indicate that the CAE reconstructed signals have higher SNR values than the PCA reconstructed signals, signifying that the CAE performed better than PCA.

**Multiple CAE:** The second approach involves designing an individual convolutional autoencoder for each of the Subjects. This results in 81 independent convolutional autoencoders with ~18,000 vectors, split into training and test datasets, with a ratio of 70:30 respectively. The SNR will be calculated for each vector of the RAW signal, PCA reconstructed signal and CAE reconstructed signal of the test dataset. The HD decile values of the SNR distributions of the RAW data will be calculated and recorded, as well as the HD decile values of the SNR distributions of the PCA and CAE reconstructed signals. This will be performed for each Subject for all three Conditions. The difference in decile values will be calculated for the RAW-PCA distributions and RAW-CAE distributions. The mean of each HD decile difference will be calculated for both distribution differences, for each Subject.

- A greater mean decile difference for the RAW-CAE distributions than the RAW-PCA distributions for a particular Subject indicates that the CAE produces a signal with a higher SNR than PCA. If 41 of the 81 Subjects exhibit higher SNRs for the CAE than PCA according to this criterion, this will signify that the CAE performed better than PCA.

**3.5.1 Strengths**

Computationally efficient

- Convolutional Neural Networks can be more computationally efficient than other deep neural network types. The complexity of the model is reduced by using weight sharing which can result in a more computationally efficient model (Neubauer, 1998). This can allow for more time focussed on hyperparameter assessment and tuning, enabling more accurate hyperparameter value selection.
Simple hyperparameter selection.

- Simple hyperparameter selection allows better interpretation of the functionality of the model, as well as reducing time needed for hyperparameter selection.

Reproducibility.

- The use of 1-dimensional model inputs provides a general model that can be used with EEG signals recorded by any number of electrodes e.g. 64, 32. This can be particularly effective if only a single area of the brain is to be analysed using a small number of electrodes.

Specific electrode isolation.

- The labelling of the channels enables analysis and performance evaluation of specific electrodes as well as the areas of the brain with which each electrode is associated.

More accurate distribution comparison.

- The use of Harrell-Davis decile values facilitates more accurate comparison of distributions when compared using a single value such as the mean of median.

Generalised and specified analysis.

- The methodology executed in the experiment enables the analysis of a generalised model designed for any individual, as well as models designed for specific individuals. This allows for a broader analysis of the performance of CAEs, comparing generalised models to individualised models.

Result interpretability.

- Through visualisation of the SNR distributions, any substantial differences between the kurtosis and skewness of the distributions can be immediately identified. In conjunction with this, the inclusion of HD decile values allows for a more well-rounded analysis and comparison of the SNR distributions.
3.5.2 Limitations

Unknown information loss.

- Unlike Principal Component Analysis, for which the exact amount of explained variance can be decided e.g. 95%, it is not possible to predetermine how much information will be kept using CAEs for EEG signal denoising.

Longer training times.

- Due to the complex nature of Convolutional Autoencoders, although quicker than other Deep Learning techniques, when compared to more classical noise reduction methods, training times and running times are significantly longer than times needed for PCA analysis. As a number of hyperparameter have to be chosen for CAEs, a significant amount of time may also be taken for selecting appropriate values for each hyperparameters.

Less hyperparameters for optimisation.

- Although less hyperparameters results in less time needed for selection, less hyperparameters also yields less opportunities for model modification to acquire better results.

Input constraints.

- The use of a 1-dimensional inputs removes channel dependence, as each channel is treated as an equal input vector for the CAE. However, using a 2-dimensional input that consists of all channel readings from a single trial. This allows for channel specific analysis of the EEG signals, allowing for more accurate evaluations.

Evaluation metric limitations.

- The use of p-value statistics has been highly disputed when analysis brain activity. Because of this, it is difficult to determine whether certain obtained model results are significant, as according to the p-value calculated in the analysis signifies no statistical significances (Szucs & Ioannidis, 2017; Calin-Jageman, 2017; Ioannidis, 2005; Button, et al., 2013).
No baseline signals.

- As it is not possible to record a perfectly “clean” EEG signal from a subject due to the complex nature of the brain, the analysis of reconstructed EEG signals cannot be compared to noiseless baseline data. Because of this, it is not possible to definitively determine whether the reconstructed signal has only removed noise, without removing critical signal information. If the RAW signal is denoised too aggressively, it may be a case that the SNR of the signal increases significantly, but too much important signal information is lost, negating the benefit of the high SNR.

- Many studies that analyse the performance EEG noise reduction models use synthetically/artificially created EEG signals with added noise. This allows for an exact analysis of what information is retained or removed from the noisy signal, enabling a more compelling comparison of signals and noise reduction techniques (Hassani & Karami, 2015; Maddirala & Shaik, 2016; Pander, 2019).

Imperfect comparison metrics.

- Although the use of Harrell-Davis decile differences broadens the extent at which the SNR distributions can be compared, using the mean of these values for the comparison of the CAE and PCA performance related to each individual participant could result in decile difference outliers affecting final evaluation of the results.

Linear autoencoder acts similar to PCA.

- An autoencoder that uses a linear activation function performs similar dimensionality reduction as PCA, as described by Baldi and Hornik (1989). Although this reduces the extent at which the potential of the autoencoder can be exploited, it does allow for comparison of similar dimensionality reduction methods using different approaches.
## Experiment, Design & Methodology: Strengths & Limitations

<table>
<thead>
<tr>
<th>Strengths</th>
<th>Experiment</th>
<th>Design</th>
<th>Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Computationally efficient</td>
<td>Reproducibility</td>
<td>More accurate distribution comparison</td>
</tr>
<tr>
<td></td>
<td>Simple hyperparameter selection</td>
<td>Specific electrode isolation</td>
<td>General and specified analysis</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Result interpretability</td>
</tr>
<tr>
<td>Limitations</td>
<td>Experiment</td>
<td>Design</td>
<td>Methodology</td>
</tr>
<tr>
<td></td>
<td>Unknown information loss</td>
<td>Longer training times</td>
<td>Evaluation metric limitations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Less hyperparameters for optimisation</td>
<td>No baseline signal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Input constraints</td>
<td>Imperfect comparison metrics</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Linear autoencoder acts similar to PCA</td>
</tr>
</tbody>
</table>

Table 3.5.2-1 Strengths and Limitations for Experiment, Design and Methodology
4 RESULTS, EVALUATION & DISCUSSION

This chapter discusses the implementation of the experimental process, the results obtained from the experiment, and the evaluation of these results when compared to the baseline data. As well as this, the strengths and weaknesses of the conducted experiment are described, along with potential causes of error in the experiment, and stages at which improvements and alterations could have been made during the experimental process.

4.1 DATA EVALUATION

The data used in this experiment consisted of 81 participants, each of whom were required to perform 3 separate button pressing tasks, referred to as Condition 1, Condition 2 and Condition 3 respectively, with each task comprising of up to 100 trials. The cognitive activity of each participant’s brain was recorded using 64 electrodes placed on the scalp of each participant using the 10-20 system electrode placement method. Each trial was recorded over 700ms. The voltage amplitude for each electrode was measured at every millisecond. The onset of the task/stimulus was introduced at 100ms. The reading from each electrode over the 700ms was used as a single vector for length 700.

**Single CAE:** The entire dataset was concatenated to create a 2-dimensional dataframe, with each column of the dataframe a vector of length 700. The resultant dataframe was of the shape 700 x ~1.5 million. The columns were indexed using the appropriate electrode name of the 10-20 system. 70% of the columns were chosen randomly to be used as the training dataset for the single CAE with the remaining 30% to be used as the test dataset.

Each column of the test dataset was separated into a new test dataset related to its respective Condition. Each test dataset consisted of ~150,000 vectors of length 700.

**Multiple CAE:** For the multiple CAEs, Subject 46 was entirely removed from the dataset due to the absence of data for Condition 3. This was to ensure equal readings
for all three Conditions. A different convolutional autoencoder (CAE) was designed for each subject with the data of each subject isolated entirely from the other subjects. For each CAE, the data from each subject was concatenated such that the resultant dataframe for each subject was of the shape 700 x ~18,000. As performed with the Single CAE, the data was separated randomly 70%-30% for training and test datasets respectively. The training dataset was used to train the individual CAE of each Subject, and each column of the test dataset separated into a new test dataset related to its appropriate Condition. For each of the 80 CAEs, there were individual training datasets, each of shape 700 x ~12,500, as well as three separate test datasets, each of shape 700 x ~1,800.

The Single CAE and Multiple CAEs were trained as described, using data from all three Conditions combined, whereas each model was separately tested using the data from each Condition separately. This approach allowed the individual examination of each electrode related to the areas of the brain associated with each stimulus type.

Training a Single CAE allowed for a generalised model to be designed, applicable to any individual. Using one CAE for each Subject then allowed for more specialised analysis but only applicable to a single individual.

### 4.2 CAE MODEL SELECTION

The model that was shown to have the best performance is described in this section.

#### 4.2.1 Hyperparameter Selection

The final hyperparameters used in the are listed in Table 4.2.1. This selection of hyperparameters were shown to provide the best performance for EEG noise reduction, with the most accurate signal reconstruction.
Figure 4.2.1-1 Training vs Validation Loss Curve for epoch selection

<table>
<thead>
<tr>
<th>Final Model Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of hidden convolution layers</td>
</tr>
<tr>
<td>Kernel size</td>
</tr>
<tr>
<td>Filter size</td>
</tr>
<tr>
<td>Pooling strategy</td>
</tr>
<tr>
<td>Pooling size</td>
</tr>
<tr>
<td>Activation function</td>
</tr>
<tr>
<td>Number of epochs</td>
</tr>
<tr>
<td>Batch size</td>
</tr>
<tr>
<td>Optimizer</td>
</tr>
<tr>
<td>Loss function</td>
</tr>
<tr>
<td>Training/Test split</td>
</tr>
</tbody>
</table>

Table 4.2.1-1 Final model hyperparameters
4.2.2  Final Model Accuracy, Reliability, Efficiency

The accuracy of the reconstructed signals can be seen in the figures below. An example from each Condition is shown with the reconstructed signals overlaid on the RAW signals. Accurate signal representation was found for all signals examined.

![Figure 4.2.2-1 RAW signal vs PCA reconstructed signal – Condition 1](image1)

![Figure 4.2.2-2 RAW signal vs CAE reconstructed signal – Condition 1](image2)
Figure 4.2.2-3 RAW signal vs PCA reconstructed signal – Condition 2

Figure 4.2.2-4 RAW signal vs CAE reconstructed signal – Condition 2
Figure 4.2.2-5 RAW signal vs PCA reconstructed signal – Condition 3

Figure 4.2.2-6 RAW signal vs CAE reconstructed signal – Condition 3
4.3 EXPERIMENT RESULTS

The results obtained from the experiment can be found below. The results are separated into two sections: Single Stacked Convolutional Autoencoder and Multiple Stacked Convolutional Autoencoder, with each section divided according to each Condition.

**Single Stacked Convolutional Autoencoder**

- For the Single CAE, the Harrell-Davis decile values of the signal-to-noise ratio distribution for the RAW signals, PCA reconstructed signals, and CAE reconstructed signals were calculated for all three Conditions. The decile differences between the RAW SNR distribution and PCA SNR distribution, as well as the decile differences between the RAW SNR distribution and CAE SNR distribution was recorded and compared.
- The mean SNR for each specific scalp location on the 10-20 system was calculated for RAW signal, PCA reconstructed signal and CAE reconstructed signal. The mean SNR for each electrode is plotted as on a 10-20 system, where the individual differences between respective electrodes for RAW, PCA and CAE signals can be seen.

**Multiple Stacked Convolutional Autoencoders**

- For the Multiple CAEs, the mean difference between the RAW and PCA SNR distributions, and mean difference between RAW and CAE SNR distributions for each subject were calculated. For each subject, the values are compared. The mean Harrell-Davis decile values of the respective RAW SNR distributions for each subject are also calculated, and the mean values related to the PCA reconstructed signal and CAE reconstructed signal are compared.
4.3.1 Single Stacked Convolutional Autoencoder

4.3.1.1 Condition 1

The results for the performance of the single Autoencoder for Condition 1 can be seen in Figure 4.3.1-1.

Figure 4.3.1-1 SNR distributions: RAW vs PCA (left), RAW vs CAE (right) - Condition 1

- The mean SNR Harrell Davis decile difference between the RAW signal and PCA reconstructed signals for Condition 1 was calculated to be 0.5714.
- The mean SNR Harrell Davis decile difference between the RAW signal and CAE reconstructed signal SNRs for Condition 1 was calculated to be 0.6884.

The SNR differences for each decile for Condition 1 can be seen in Table 4.3.1-1.

<table>
<thead>
<tr>
<th>Decile</th>
<th>PCA SNR</th>
<th>CAE SNR</th>
<th>CAE - PCA</th>
<th>CAE - PCA /PCA</th>
<th>% Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.03142476822</td>
<td>-0.07738682117</td>
<td>-0.04596205</td>
<td>-1.462605902</td>
<td>-146</td>
</tr>
<tr>
<td>2</td>
<td>0.1201771205</td>
<td>0.1288066083</td>
<td>0.008629488</td>
<td>0.07180641196</td>
<td>+7.2</td>
</tr>
<tr>
<td>3</td>
<td>0.274190522</td>
<td>0.3119674107</td>
<td>0.037776889</td>
<td>0.137776056</td>
<td>+13.8</td>
</tr>
<tr>
<td>4</td>
<td>0.4025163426</td>
<td>0.4808491347</td>
<td>0.078332792</td>
<td>0.1946077308</td>
<td>+19.5</td>
</tr>
<tr>
<td>5</td>
<td>0.5473342425</td>
<td>0.6580410602</td>
<td>0.110706818</td>
<td>0.2022654699</td>
<td>+20.2</td>
</tr>
<tr>
<td>6</td>
<td>0.6874370811</td>
<td>0.8339223299</td>
<td>0.146449249</td>
<td>0.2130254301</td>
<td>+21.3</td>
</tr>
<tr>
<td>7</td>
<td>0.8494426565</td>
<td>1.039687813</td>
<td>0.190245157</td>
<td>0.223964848</td>
<td>+22.4</td>
</tr>
<tr>
<td>8</td>
<td>1.035095757</td>
<td>1.263891817</td>
<td>0.22879606</td>
<td>0.2210385446</td>
<td>+22.1</td>
</tr>
<tr>
<td>9</td>
<td>1.257805641</td>
<td>1.556143803</td>
<td>0.298338162</td>
<td>0.2371893969</td>
<td>+23.7</td>
</tr>
<tr>
<td>Mean</td>
<td>0.5714011772</td>
<td>0.6884359062</td>
<td>0.117034729</td>
<td>0.204820584</td>
<td>+20.5</td>
</tr>
</tbody>
</table>

Table 4.3.1-1 Signal-to-noise ratio Harrell-Davis decile differences - Condition 1
Figure 4.3.1-2 Differences in mean SNR values for electrode location on 10-20 system - PCA vs RAW Condition 1

Figure 4.3.1-3 Differences in mean SNR values for electrode location on 10-20 system - CAE vs RAW Condition 1
4.3.1.2 Condition 2

The results for the performance of the single Autoencoder for Condition 2 can be seen in Figure 4.3.1-4.

Figure 4.3.1-4 SNR distributions: RAW vs PCA (left), RAW vs CAE (right) - Condition 2

- The mean SNR Harrell Davis decile difference between the RAW signal and PCA reconstructed signals for Condition 2 was calculated to be 0.4691.
- The mean SNR Harrell Davis decile difference between the RAW signal and CAE reconstructed signals for Condition 2 was calculated to be 0.6702.

The SNR differences for each decile for Condition 2 can be seen in Table 4.3.1-2.

<table>
<thead>
<tr>
<th>Decile</th>
<th>PCA SNR</th>
<th>CAE SNR</th>
<th>CAE - PCA</th>
<th>CAE – PCA /PCA</th>
<th>% Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.0504265943</td>
<td>-0.094220807</td>
<td>-0.04379421</td>
<td>-0.8684745374</td>
<td>-86.8</td>
</tr>
<tr>
<td>2</td>
<td>0.08107328304</td>
<td>0.113987496</td>
<td>0.032914213</td>
<td>0.4059810052</td>
<td>+40.6</td>
</tr>
<tr>
<td>3</td>
<td>0.2009457197</td>
<td>0.2952191585</td>
<td>0.094273439</td>
<td>0.4691487775</td>
<td>+46.9</td>
</tr>
<tr>
<td>4</td>
<td>0.3188029607</td>
<td>0.4691065776</td>
<td>0.150303617</td>
<td>0.4714624248</td>
<td>+47.1</td>
</tr>
<tr>
<td>5</td>
<td>0.440214186</td>
<td>0.6301827672</td>
<td>0.189968581</td>
<td>0.4315367091</td>
<td>+43.2</td>
</tr>
<tr>
<td>6</td>
<td>0.5616059748</td>
<td>0.8150277499</td>
<td>0.253421775</td>
<td>0.4512447987</td>
<td>+45.1</td>
</tr>
<tr>
<td>7</td>
<td>0.7017509903</td>
<td>1.008400572</td>
<td>0.306649582</td>
<td>0.4369777688</td>
<td>+43.7</td>
</tr>
<tr>
<td>8</td>
<td>0.8746400409</td>
<td>1.241980364</td>
<td>0.367340323</td>
<td>0.4199902883</td>
<td>+42.0</td>
</tr>
<tr>
<td>9</td>
<td>1.093314238</td>
<td>1.552362797</td>
<td>0.459048559</td>
<td>0.41986882</td>
<td>+42.0</td>
</tr>
<tr>
<td>Mean</td>
<td>0.469102311</td>
<td>0.6702274083</td>
<td>0.201125097</td>
<td>0.428744631</td>
<td>+42.9</td>
</tr>
</tbody>
</table>

Table 4.3.1-2 Signal-to-noise ratio Harrell-Davis decile differences - Condition 2
Figure 4.3.1-5 Differences in mean SNR values for electrode location on 10-20 system - 
PCA vs RAW Condition 2

Figure 4.3.1-6 Differences in mean SNR values for electrode location on 10-20 system - 
CAE vs RAW Condition 2
4.3.1.3 Condition 3

The results for the performance of the single Autoencoder for Condition 3 can be seen in Figure 4.3.1-7.

Figure 4.3.1-7 SNR distribution: RAW vs PCA (left), RAW vs CAE (right) - Condition 3

- The mean SNR Harrell Davis decile difference between the RAW signal and PCA reconstructed signals for Condition 3 was calculated to be 0.4790.
- The mean SNR Harrell Davis decile difference between the RAW signal and CAE reconstructed signals for Condition 3 was calculated to be 0.6951.

The SNR differences for each decile for Condition 3 can be seen in

<table>
<thead>
<tr>
<th>Decile</th>
<th>PCA SNR</th>
<th>CAE SNR</th>
<th>CAE - PCA</th>
<th>CAE – PCA /PCA</th>
<th>% Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.049527944</td>
<td>-0.118527188</td>
<td>-0.06899924</td>
<td>-1.393137676</td>
<td>-139.3</td>
</tr>
<tr>
<td>2</td>
<td>0.081396967</td>
<td>0.103816557</td>
<td>0.02241959</td>
<td>0.275435202</td>
<td>27.5</td>
</tr>
<tr>
<td>3</td>
<td>0.199245152</td>
<td>0.297605451</td>
<td>0.098360299</td>
<td>0.493664705</td>
<td>49.4</td>
</tr>
<tr>
<td>4</td>
<td>0.325068102</td>
<td>0.494535713</td>
<td>0.16946761</td>
<td>0.521329559</td>
<td>52.1</td>
</tr>
<tr>
<td>5</td>
<td>0.447053659</td>
<td>0.665415441</td>
<td>0.218361782</td>
<td>0.488446471</td>
<td>48.8</td>
</tr>
<tr>
<td>6</td>
<td>0.57171208</td>
<td>0.853070271</td>
<td>0.281358191</td>
<td>0.492132668</td>
<td>49.2</td>
</tr>
<tr>
<td>7</td>
<td>0.713745555</td>
<td>1.057585446</td>
<td>0.343839891</td>
<td>0.48174015</td>
<td>48.2</td>
</tr>
<tr>
<td>8</td>
<td>0.89637632</td>
<td>1.306574539</td>
<td>0.410198219</td>
<td>0.457618312</td>
<td>45.8</td>
</tr>
<tr>
<td>9</td>
<td>1.125568964</td>
<td>1.595916366</td>
<td>0.470347402</td>
<td>0.417875241</td>
<td>41.8</td>
</tr>
<tr>
<td>Mean</td>
<td>0.478959873</td>
<td>0.695110288</td>
<td>0.216150415</td>
<td>0.451291283</td>
<td>45.1</td>
</tr>
</tbody>
</table>

Table 4.3.1-3 Signal-to-noise ratio Harrell-Davis decile differences - Condition 3
Figure 4.3.1-8 Differences in mean SNR values for electrode location on 10-20 system - PCA vs RAW Condition 3

Figure 4.3.1-9 Differences in mean SNR values for electrode location on 10-20 system - CAE vs RAW Condition 3
4.3.1.4 Results Analysis

As can be seen in all three Harrell-Davis decile difference tables, the first decile shows worse performance for the Stacked Convolutional Autoencoder when compared to Principal Component Analysis. As well as this, it can be seen that both PCA and the CAE have a lower first Harrell-Davis decile value than was calculated for the RAW signal. This could be due to a significant amount of noise present in the electrodes which are not associated with the task being performed by the Subject. Because of this, by reducing the apparent “noise” present in the signal for these electrodes, the already low voltage amplitude recorded is reduced to a value lower than the recorded signal prior to the onset of the stimulus. When the signal-to-noise ratio is then calculated for these electrodes, a negative value is obtained, indicating more noise than signal present.

The plots displaying the differences in mean SNR values for electrode location on the 10-20 system reveal the difference in mean signal-to-noise ratios calculated for each electrode located on the scalp. It can be seen that the cortexes more closely associated with audio and motor cognitive activity undergo a greater increase in signal-to-noise ratios than the cortexes not associated with these particular processes.
4.3.2 Multiple Stacked Convolutional Autoencoder

4.3.2.1 Condition 1

![Image](image.png)

**Figure 4.3.2-1 Higher mean SNR count: PCA vs CAE - Condition 1**

<table>
<thead>
<tr>
<th>Decile</th>
<th>RAW vs PCA</th>
<th>RAW vs CAE</th>
<th>CAE- PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0555</td>
<td>-0.0993</td>
<td>-0.1548</td>
</tr>
<tr>
<td>2</td>
<td>0.2528</td>
<td>0.1122</td>
<td>-0.1406</td>
</tr>
<tr>
<td>3</td>
<td>0.4062</td>
<td>0.2815</td>
<td>-0.1247</td>
</tr>
<tr>
<td>4</td>
<td>0.5593</td>
<td>0.4356</td>
<td>-0.1237</td>
</tr>
<tr>
<td>5</td>
<td>0.7175</td>
<td>0.5929</td>
<td>-0.1246</td>
</tr>
<tr>
<td>6</td>
<td>0.8800</td>
<td>0.7513</td>
<td>-0.1287</td>
</tr>
<tr>
<td>7</td>
<td>1.0313</td>
<td>0.9228</td>
<td>-0.1085</td>
</tr>
<tr>
<td>8</td>
<td>1.2138</td>
<td>1.1148</td>
<td>-0.099</td>
</tr>
<tr>
<td>9</td>
<td>1.4390</td>
<td>1.3711</td>
<td>-0.0679</td>
</tr>
<tr>
<td>Mean</td>
<td><strong>0.7284</strong></td>
<td><strong>0.6092</strong></td>
<td><strong>-0.1192</strong></td>
</tr>
</tbody>
</table>

**Table 4.3.2-1 Mean Harrell-Davis decile values of SNR distributions for all subjects - Condition 1**
4.3.2.2 Condition 2

Figure 4.3.2-2 Higher SNR count: PCA vs CAE - Condition 2

Table 4.3.2-2 Mean Harrell-Davis decile values of SNR distributions for all subjects - Condition 2
4.3.2.3 Condition 3

Figure 4.3.2-3 Higher SNR count: PCA vs CAE - Condition 3

<table>
<thead>
<tr>
<th>Decile</th>
<th>RAW vs PCA</th>
<th>RAW vs CAE</th>
<th>CAE - PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.0261</td>
<td>-0.1256</td>
<td>-0.0995</td>
</tr>
<tr>
<td>2</td>
<td>0.1367</td>
<td>0.0854</td>
<td>-0.0513</td>
</tr>
<tr>
<td>3</td>
<td>0.2818</td>
<td>0.2660</td>
<td>-0.0158</td>
</tr>
<tr>
<td>4</td>
<td>0.4197</td>
<td>0.4435</td>
<td>0.0238</td>
</tr>
<tr>
<td>5</td>
<td>0.5508</td>
<td>0.6067</td>
<td>0.0559</td>
</tr>
<tr>
<td>6</td>
<td>0.6948</td>
<td>0.7638</td>
<td>0.069</td>
</tr>
<tr>
<td>7</td>
<td>0.8421</td>
<td>0.9362</td>
<td>0.0941</td>
</tr>
<tr>
<td>8</td>
<td>1.0373</td>
<td>1.1331</td>
<td>0.0958</td>
</tr>
<tr>
<td>9</td>
<td>1.274</td>
<td>1.4407</td>
<td>0.1667</td>
</tr>
<tr>
<td>Mean</td>
<td>0.5790</td>
<td>0.6166</td>
<td>0.0376</td>
</tr>
</tbody>
</table>

Table 4.3.2-3 Mean Harrell-Davis decile values of SNR distributions for all subjects - Condition 3
4.3.2.4 Results Analysis

The Stacked Convolutional Autoencoder was found to perform better than Principal Component Analysis in not one of the three Conditions. The metric used to compare the techniques was the “mean”. The mean of the Harrell-Davis decile values was used in order to avoid influence caused by extreme outliers, but still acquire an overall effect from the majority of the distribution. However, it can be seen from the associated Harrell-Davis decile difference tables, which calculated the mean value for each decile value distribution, that, using majority voting, CAE performed better than PCA for two of the three tasks performed by the Subjects.

Further investigation is needed into the most appropriate metrics to use when comparing distribution differences in order to perform more accurate analyses.
4.4 EVALUATION OF RESULTS

To evaluate the performance of the Stacked Convolutional Autoencoder in noise reduction of EEG signals, two separate tests were conducted.

For the Single Stacked Convolutional Autoencoder the entire dataset was analysed. The distribution of signal-to-noise ratios for the PCA reconstructed signals and CAE reconstructed signals were plotted and compared to that of the raw EEG (RAW) signals. The Harrell-Davis decile values were calculated for each distribution and the difference in Harrell-Davis decile values of the SNR distributions between the PCA and RAW signal SNR distributions were compared to the difference in Harrell-Davis decile values of the SNR distributions between the CAE and RAW signal SNR distributions. This result in a comparison for each of the 9 deciles. Using majority voting, if 5 of the 9 decile values are greater for the Stacked Convolutional Autoencoder, there would be an indication of evidence to support rejecting the null hypothesis and accepting the alternate hypothesis.

For the Multiple Stacked Convolutional Autoencoders, each Subject was tested independently. The distributions of the RAW, PCA and CAE signals were analysed by calculating the Harrell-Davis decile values for each distribution, and the mean value of the Harrell-Davis decile values was calculated for each distribution. The difference between the calculated value for the RAW signal and calculated values for the PCA signals was compared to the difference between the calculated value for the RAW signal and calculated values for the CAE signals. This process was performed for each Subject. If the CAE was found to perform better than PCA for the majority (41 of 80) of the Subjects analysed, there would be an indication of evidence to support rejecting the null hypothesis and accepting the alternate hypothesis.
4.4.1 Single Stacked Convolutional Autoencoder

4.4.1.1 Condition 1

- Mean SNR difference - RAW vs PCA: 0.5714.
- Mean SNR difference - RAW vs CAE: 0.6884.
- Improvement of 20.4%
- 8 of 9 decile difference values show positive difference for CAE over PCA.
- There is evidence to support rejecting the null hypothesis and accepting the alternate hypothesis.

4.4.1.2 Condition 2

- Mean SNR difference - RAW vs PCA: 0.4691.
- Mean SNR difference - RAW vs CAE: 0.6702.
- Improvement of 42.9%
- 8 of 9 decile difference values show positive difference for CAE over PCA.
- There is evidence to support rejecting the null hypothesis and accepting the alternate hypothesis.

4.4.1.3 Condition 3

- Mean SNR difference - RAW vs PCA: 0.4790.
- Mean SNR difference - RAW vs CAE: 0.6951.
- Improvement of 45.1%
- 8 of 9 decile difference values show positive difference for CAE over PCA.
- There is evidence to support rejecting the null hypothesis and accepting the alternate hypothesis.

SNR was shown to increase in every electrode location on the scalp from RAW signal to PCA and CAE reconstructed signals, with the CAE consistently outperforming PCA across all electrodes for all three Conditions.
4.4.2 Multiple Stacked Convolutional Autoencoder

4.4.2.1 Condition 1

From the 80 subjects analysed:

- Number of subjects with higher mean SNR values using PCA: 40
- Number of subjects with higher mean SNR values using CAE: 40

Distribution of Harrell-Davis decile differences:

- 0 from 9 mean decile values were found to be greater for CAE than PCA signals.

There is not enough significant evidence to support rejecting the null hypothesis.

4.4.2.2 Condition 2

From the 80 subjects analysed:

- Number of subjects with higher mean SNR values using PCA: 45
- Number of subjects with higher mean SNR values using CAE: 35

Distribution of Harrell-Davis decile differences:

- 6 from 9 mean decile values were found to be greater for CAE than PCA signals.

There is not enough significant evidence to support rejecting the null hypothesis.

4.4.2.3 Condition 3

From the 80 subjects analysed:

- Number of subjects with higher mean SNR values using PCA: 43
- Number of subjects with higher mean SNR values using CAE: 37

Distribution of Harrell-Davis decile differences:

- 6 from 9 mean decile values were found to be greater for CAE than PCA signals.

There is not enough significant evidence to support rejecting the null hypothesis.
4.5 DISCUSSION

This section investigates the strengths and weaknesses/limitations of the proposed model as well as potential causes of error for the approach used and improvements that could have been made during the processes.

4.5.1 Strengths

Better performance than PCA.

- Convolutional autoencoders we found to perform better than Principal Component Analysis (95% explained variance) for noise reduction in EEG signals, increasing the SNR.

Computationally efficient.

- The use of CAEs was more computationally efficient than other neural network approaches. As there are significantly fewer memory requirements when running convolutional neural networks, training time for the CNNs were significantly shorter than more dense networks e.g. recurrent neural networks. This reduced the training time of the entire model significantly, which enabled more hyperparameter assessment, allowing for more accurate hyperparameter value selection.

Intuitive and easier to visualise.

- Conceptually, convolutional neural networks are easier to understand, as there are fewer connections within the neural network. This allowed for better hyperparameter selection to support the design of a more accurate model.

Generalised and person specific approaches.

- This approach used in this investigation accounted for a generalised model that could be applied universally, as well as investigating models trained for

Provides another perspective for signal visualisation.

- Due to that fact that it is almost impossible to acquire a “clean” EEG signal, using CAEs to visualise the signal allow for another perspective as to how the actual raw EEG signal may look with no noise. Using these visualisations in
conjunction with denoised signals obtained using other techniques allow for a
well-rounded estimation of the EEG signal from a number of different
perspectives.

Evidence that the technique performs better at higher SNR values.

- From Error! Reference source not found. and Error! Reference source not fo
und. it can be seen that there is a more significant increase in the SNR values
of electrodes related to the appropriate cortices associated with the required
tasks. This is important as it can identify what electrodes are presenting the
highest cognitive activity and further investigation can be pursued relating to
these specific areas of the brain.

Displays 10-20 system for electrode placement.

- The plotting of the electrode locations of the 10-20 system enables easy
interpretation for individuals without backgrounds in neurology or
neuroscience. The relative strengths of the SNR values are easily interpreted
using the colour – coded heat map for SNR strength. This can allow readers
inexperienced with brain activity analysis an intuitive understanding of the
different areas of the brain affected by each task.

Use of Harrell-Davis decile value comparisons.

- Comparing the Harrell-Davis decile values of distributions and using the mean
value of the difference of these values for different distributions reduced the
effect of outliers on the distributions and allowed for a more accurate
comparison of the data obtained from the different noise reduction techniques.

No bias in the data.

- The data used in this investigation was all real-world data, obtained from real
participants. This ensured there could have been no data in the information,
which is not always possible to determine when synthetic data is used for
analysis, as assumptions have to be made about the signals.
4.5.2 Weaknesses/Limitations

Longer training times.
- The training of the model can take a significant amount of time when compared to other already highly established and well tested methods such as PCA.

Hyperparameter testing and optimisation time.
- It is only possible to observe the performance of the model once the model has been completely trained. From this, if the various hyperparameters are to be altered, it will take time to re-train the model with the new hyperparameters.

Small SNR increase skews results.
- Although there seems to be significant increase from the SNR of the PCA reconstructed signals and the CAE reconstructed signals, the difference in the SNR values appears more significant than it actually is.

Training data size.
- Although there was a large dataset available for the training of the Single CAE, as there were 81 participants in the study, there was significantly less data available for training each of the Multiple CAEs. Because of this, the Multiple CAE reconstructed signals may be less accurate than the Single CAE reconstructed signals.

Lack of baseline data.
- It is not possible to know whether an EEG signal is “clean” as it not possible to associate all electrical activity recorded at an electrode location with the exact area of the brain located beneath the electrode, as described in Section 2.2.
- Any loss of information due to “denoising” of signal may be substantial for the analyses of the cognitive processes but cannot be concluded definitively.

PCA limited to 95% explained variance.
- This is a similar problem as stated above. Although PCA has been proven to reduce the noise of an EEG signal and increase the SNR, it is not possible to
determine what information of the signal is noise and what is related to the cognitive functions of the required tasks. An example of an PCA reconstructed EEG signals with different explained variance values can be seen in **Figure 4.5.2-1**.

Higher SNR does not necessarily mean better signal.

- Expanding on the points above. Although the signals in **Figure 4.5.2-1** show and obvious decrease in noise, with a higher calculated SNR, it is obvious from the plots that the signal created using an explained variance of 76% is vastly different from the signal created using an explained variance of 99%, with reduced amplitudes and distinctive peaks and troughs.

---

**Figure 4.5.2-1** PCA reconstructed EEG signal for explained variance: 99% - 76%
<table>
<thead>
<tr>
<th><strong>Strengths</strong></th>
<th>Better performance than PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Computationally efficient</td>
</tr>
<tr>
<td></td>
<td>Intuitive and easier to visualise.</td>
</tr>
<tr>
<td></td>
<td>Generalised and person specific approaches</td>
</tr>
<tr>
<td></td>
<td>Provides another perspective for signal visualisation</td>
</tr>
<tr>
<td></td>
<td>Evidence that the technique performs better at higher SNR values</td>
</tr>
<tr>
<td></td>
<td>Displays 10-20 system for electrode placement</td>
</tr>
<tr>
<td></td>
<td>No bias in the data</td>
</tr>
<tr>
<td><strong>Weaknesses/ Limitations</strong></td>
<td>Longer training times than PCA</td>
</tr>
<tr>
<td></td>
<td>Long hyperparameter testing and optimisation time</td>
</tr>
<tr>
<td></td>
<td>Small SNR increase skews results</td>
</tr>
<tr>
<td></td>
<td>Training data size discrepancy between single CAE and multiple CAE</td>
</tr>
<tr>
<td></td>
<td>Lack of baseline data – no clean EEG signal</td>
</tr>
<tr>
<td></td>
<td>PCA limited to 95% explained variance</td>
</tr>
<tr>
<td></td>
<td>Higher SNR does not necessarily mean better signal.</td>
</tr>
</tbody>
</table>

Table 4.5.2-1 Strengths vs Weaknesses/Limitations of denoising CAE
4.5.3 Potential Causes of Error

Hyperparameter sharing.
- The same model was used for both the Single CAE and the Multiple CAEs. Because the model was originally tested on 10% of randomly selected data from the entire dataset, the hyperparameters were tuned and optimised for a general model, and not subject specific. This could result in bias within the multiple CAE models.

Less training data for each subject.
- The lesser performance of the Multiple CAEs compared to the Single CAE may be a result of significant difference in training data available to each model. The Single CAE had more training data than the Multiple CAEs by a factor of 80, which could have heavily hindered the performance and accounted for the performance discrepancies.

Simplicity of autoencoder.
- The autoencoder designed was based on a simple 2-layer convolutional neural network. As a result, there were less hyperparameters to tune, and therefore less factors to adjust in order to obtain more accurate results.

Using unsatisfactory statistical metrics.
- Using the mean values as the SNR comparison metric may not be appropriate as the mean value of an array of numbers can be heavily influenced by outliers within the array.
- For the Multiple CAEs, calculating the mean SNR of all electrodes can lead to biased results. The cortexes not associated with the required tasks have lower signal-to-noise ratios, which reduce the overall mean of the data. Because of this, the impact of the engaged cortexes is reduced. The mean SNR values for each electrode and their location on the 10-20 system can be seen in Figure 4.3.1-3.
Discrepancies between subjects.

- The original study associated with this research involved analysing brain activity of individuals diagnosed with schizophrenia. 49 of the subjects were diagnosed with the condition and 22 were used as control subjects. As cognitive processes of individuals with schizophrenia are sometimes different to individuals without the disorder, and therefore the designed model may be construed as biased.

ERP refractoriness.

- The noise recorded for the SNR of a signal is the EEG activity measured 100ms before stimulus, but as described in Section 2.2, if trials are conducted in quick succession, the cognitive reaction related to the stimulus may overlap with the noise to be measured of the next stimulus onset, if not with the onset of the stimulus itself. This can result inaccurate analysis of the EEG signal, especially if an individual is predisposed to longer lasting cognitive activity, lessening the impacts of each of their trials.
4.5.4 Potential Improvements

Individualised hyperparameters.

- As each person may process information through different cognitive processes, it may be beneficial to train the CAEs for each subject individually. Future subjects could be classified by a number of medical or physiological attributes and grouped with the subject analysed in this study whom is most similar based on these characteristics. This could lead to more accurate analysis of their EEG signals.

Increase individual training and test data.

- It is always applicable to add more training and test data to a model in order to obtain more accurate results. It may be beneficial to combine this point and the above point, and cluster the 81 individuals based on a number of attributes, which could be more precisely chosen by an expert in the field of neuroscience, resulting in model generalised enough to be applicable to almost any individual, but specific enough to provide more accurate EEG analysis.

Clustering participants.

- As stated in the point above, clustering the participants analysed in this study could be extremely beneficial to the accuracy of the models. The most immediate and obvious clusters that could be used with this data would be used participants diagnosed with schizophrenia and participants whom are not. This could also provide specific brain activity information related to the condition which could be particularly beneficial to the medical industry in the future.

Increasing autoencoder complexity.

- As the autoencoder designed in this study was somewhat simplistic in its design, the use of a more complex model could greatly improve the accuracy of the results. Not only this, but both approaches could be compared in order to analyse whether a simpler approach may be more beneficial for EEG analyses, as it may be more intuitive and less time consuming for hyperparameter optimisation and model training.
Using more appropriate statistical analysis metrics.

- Using the mean can result in inaccurate statistical analysis when comparing distributions. For the Multiple CAE analysis, comparing the mean values of the distributions may have resulted in outlier influence on the final analysis and comparison of noise reduction techniques. Using the mean Harrell-Davis decile differences for technique comparison combatted this discrepancy somewhat but may have still given inaccurate results. Analysing the data by counting the number of positive and negative decile difference per subject when comparing PCA and CAE, as done with the Single CAE, and then counting the number of subjects that exhibited more decile differences in favour of the CAE may have been a more accurate approach.

Isolate electrodes of interest.

- Isolating the electrodes only associated with the cognitive functions required of the tasks could provide more accurate insights and analysis for model comparison. Including electrodes that display mainly noise can affect the outcome of the statistical analysis.

Higher dimensional CNN.

- Using a 2-dimensional CNN instead of the 1-dimensional CNN used in this project could combat the issue raised above, as it isolates each electrode and analyses them appropriately. The input of the 2-D CNN would be a dataframe of shape 700 x 64 (time x channels). Although this would reduce variety of the inputs of the CAE, it would result in a more dynamic analysis, with electrode specific readings.

Train as Condition dependent.

- All models designed in this analysis were trained using data from all three Conditions required of the subjects which provided generalised models for brain activity from a number of different perspectives. However, training a model using data obtained from only a single specific task could result in more accurate analysis. This argument, combined with a 2-D CNN, could greatly
improve the accuracy of the model, which could allow for future work in task classification.

Increase number of Conditions.

- As an extension of training the model for Condition independence, analysing cognitive processes related to different stimuli could also be undertaken. Including this data in the training of the model could allow for a higher generalisation for different cognitive analysis, applicable to more individuals and could be more beneficial to the field of neurology.

Compare against other proven methods.

- It could be particularly beneficial to compare the performance of the designed model to other proven noise reduction techniques such as Independent Component Analysis (ICA). This allows for a general overview of the performance of the model and can identify particular issues of the field of study that may prove particularly difficult to overcome.

Combine with other methods.

- As described in Section Error! Reference source not found., there are a number of previously proven techniques highly capable of significant noise reduction in EEG signals. Combining the described model in this investigation with a range of other artifact removal and noise reduction techniques could prove extremely effective, resulting with higher performance and more accurate results than would be obtained with this technique alone.
### CAE: Potential Causes of Error & Potential Improvements

<table>
<thead>
<tr>
<th><strong>Potential Causes of Error</strong></th>
<th><strong>Potential Improvements</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Hyperparameter sharing</td>
<td>Individualised hyperparameters</td>
</tr>
<tr>
<td>Less training data for each subject</td>
<td>Increase individual training and test data</td>
</tr>
<tr>
<td>Simplicity of autoencoder</td>
<td>Clustering participants</td>
</tr>
<tr>
<td>Using unsatisfactory statistical metrics</td>
<td>Increasing autoencoder complexity</td>
</tr>
<tr>
<td>Discrepancies between subjects</td>
<td>Using more appropriate statistical analysis metrics</td>
</tr>
<tr>
<td>ERP refractoriness</td>
<td>Isolate electrodes of interest</td>
</tr>
<tr>
<td></td>
<td>Higher dimensional CNN</td>
</tr>
<tr>
<td></td>
<td>Train as Condition dependent</td>
</tr>
<tr>
<td></td>
<td>Increase number of Conditions</td>
</tr>
<tr>
<td></td>
<td>Compare against other proven methods</td>
</tr>
<tr>
<td></td>
<td>Combine with other methods</td>
</tr>
</tbody>
</table>

Table 4.5.4-1 Potential Causes of Error and Potential Improvements of Experiment
5 CONCLUSION

5.1 RESEARCH OVERVIEW

The research carried out in this investigation explored brain activity analysis, in particular, the use of electroencephalography to analyse cognitive activity. Electrical fluctuations are constantly generated by the brain, when performing any cognitive tasks. Electroencephalography (EEG) is an electrophysiological monitoring technique that detects and records these electrical fluctuations. The technique involves recording voltage fluctuations from different areas of the brain using strategically placed electrodes on the scalp of an individual, providing real-time information of the electrical activity.

Using EEG allows for real-time analysis of cognitive activity, with a high temporal resolution. It’s a simple and cost-effective analysis technique when compared to other brain analysis methods, such as Functional Magnetic Resonance Imaging (fMRI) and Computed Tomography (CT) scans. The use of EEG signals has been widely employed on many platforms, greatly benefitting the medical industry in particular.

5.2 PROBLEM DEFINITION

The advantages of using EEG for cognitive analysis are significant, yet as with the other signal processing applications, there come limitations associated with the use of this widely employed technique. Due to the complex nature of the brain, excess electrical fluctuations are constantly present, even in areas to which the task being undertaken by an individual is not related, and as a result, it is not possible to obtain a perfectly “clean” EEG signal. This excess electrical activity can be attributed to the constant stimulation of millions of neurons within the brain. The presence of these constant electrical fluctuations reduces the quality of these EEG signals, and the ability of the researcher to fully analyse and evaluate the cognitive processes that are executed by the brain.
In order to effectively examine the processing procedure of the brain in its entirety, an EEG signal without the presence of these excess voltage fluctuations, as well as other unwanted artifacts, is highly desirable. These excess fluctuations and artifacts are known as noise in the signal. A robust and efficient method is needed to remove this noise from the signal, and enable the detailed analysis the EEG signal as accurately as can be achieved.

Many approaches have been undertaken in order to address this problem. These methods range from classical mathematical operations and transformations such as filtering and wavelet transformations, as well as dimensionality reduction, such as Principal Component Analysis and Independent Component Analysis, to modern Machine Learning techniques, including Support Vector Machines (SVM) and Recurrent Neural Networks (RNN).

Although these techniques have been thoroughly analysed and tested, and have proven to be vastly effective, various issues have arisen for each technique that have encumbered the noise reduction of EEG signals, and therefore the accuracy of EEG signal analysis. These issues range mathematical to technical, including common frequencies between noise and important signal information, and the need for manual supervision.

The formulation of a technique that can overcome these issues would be very beneficial to the field of EEG signal analysis, as it could allow the improvement of signal quality and, ultimately, enable more accurate analysis of cognitive functionality. In order to achieve these goals and fulfil the conditions required of an effective EEG noise reduction technique, a new idea must be conceptualised, designed and implemented, with the robustness of previously proven techniques, while omitting their respective limitations.

In order to accomplish these goals, a stacked autoencoder designed using a one-dimensional convolutional neural network framework was proposed, with the goal of reducing the noise present in the EEG signals, while maintaining the critical signal information. The desired result of the experiment was to increase signal-to-noise ratios.
of the EEG signals, with a better performance than previously proven techniques, in particular Principal Component Analysis.

5.3 DESIGN/EXPERIMENTATION, EVALUATION, RESULTS

This investigation was conducted in order to fulfil the alternate hypothesis:

If a stacked autoencoder is designed using a one-dimensional convolutional neural network layer, the signal-to-noise ratio of electroencephalography data can be increased when compared to principal component analysis.

The 1-dimensional convolutional autoencoder (CAE) was designed in order to increase the signal-to-noise ratio. The data used in the experiment consisted of EEG signal data collected from 81 subjects. Each subject was required to perform three separate tasks, with each task performed ~ 100 times. The tasks consisted of three independent button pressing Conditions, each designed to stimulate different specific cortexes of the brain, or a combination of specific cortexes. The voltage fluctuations during each trial were recorded over a time of 700ms for all three Conditions, with the EEG signals recorded on 64 electrodes placed upon each subject’s scalp using the 10-20 location system, a voltage amplitude recording conducted every millisecond. The onset of the Condition occurred at 100ms.

The CAE was designed such that each single reading from each of the electrodes would be stored as a vector of length 700, and used as the input for the model, with the resulting output from the CAE the same length as the input vector. The signal-to-noise ratio was calculated for each individual signal, before and after it was processed by the CAE. The distributions of the SNRs before and after were recorded and compared.

Combined with this, PCA was performed on each of the input vectors to reduce the data to 95% explained variance. The SNR of each reconstructed signal was calculated, and the distribution was analysed and compared to that of the SNR distribution of the original (RAW) signals. To compare the difference in performance between PCA and the CAE, the differences of the signal SNR distribution for each reconstruction method and the raw signal SNR distribution were analysed. This allowed for a quantitative
analysis of the CAE performance. In order to compare the distribution differences, the Harrell-Davis (HD) decile values for each distribution were calculated, and the differences between the RAW and PCA HD decile differences and the RAW and CAE HD decile differences were calculated.

**Single CAE:** In order to determine whether the model was successful at outperforming PCA for EEG noise reduction, and therefore increasing the SNR of the signals, the difference between each HD decile difference for PCA and CAE reconstructed signals were divided by the respective HD decile differences between the RAW and PCA signals. This quantified the extent to which CAE performed in relation to PCA. For evidence to support the rejection of the null hypothesis, 5 of the 9 calculated values must be positive.

**Multiple CAE:** This process was also conducted for each subject individually, using the data for each participant independently of other participants. However, instead of calculating the 9 HD decile value differences for the SNR distributions of each individual and analysing each value independently, the mean of these HD decile values was compared for each distribution. The mean value of the RAW SNR distribution HD decile differences was subtracted from the mean value of the PCA SNR distribution HD decile differences, as well as the mean value of the CAE SNR distribution SNR differences, for each subject. At least 41 of the 81 subjects must have a greater mean SNR difference between CAE and RAW signals than PCA and RAW signals in order to suggest that there is evidence to support the rejection of the null hypothesis.

The tests were carried out for each of the three Conditions, for both the Single CAE and the Multiple CAEs.

**Single CAE:**
Condition 1: It was found that 8 of the 9 decile values for the Single CAE were in favour of the CAE, indicating there is evidence to support the rejection of the null hypothesis.
**Condition 2:** It was found that 8 of the 9 decile values for the Single CAE were in favour of the CAE, indicating there is evidence to support the rejection of the null hypothesis.

**Conditions 3:** It was found that 8 of the 9 decile values for the Single CAE were in favour of the CAE, indicating there is evidence to support the rejection of the null hypothesis.

**Multiple CAE:**
Due to missing data for Condition 3 of Subject 46, all information was removed for Subject 46 in order to reduce bias in the results.

**Condition 1:** It was found that the RAW-CAE SNR distribution HD decile differences were greater than the RAW-PCA SNR distribution HD decile differences for 40 of the 80 subjects. This does not indicate that there is evidence for supporting the rejection of the null hypothesis.

**Condition 2:** It was found that the CAE-RAW SNR distribution HD decile differences were greater than the RAW-PCA SNR distribution HD decile differences for 35 of the 80 subjects. This does not indicate that there is evidence for supporting the rejection of the null hypothesis.

**Condition 3:** It was found that the RAW-CAE SNR distribution HD decile differences were greater than the RAW-PCA SNR distribution HD decile differences for 37 of the 80 subjects. This does not indicate that there is evidence for supporting the rejection of the null hypothesis.

The information above indicates that a larger generalised model with a large training dataset may be more applicable for noise reduction in EEG signals than individualised, subject dependent models.

**5.4 CONTRIBUTION & IMPACT**
From the research carried out in this investigation, it was found that it was possible to design and implement a stacked autoencoder based on a 1-dimensional convolutional neural network capable of reducing the noise present in Electroencephalography signals and increase their signal-to-noise ratios.
As well as this, it was established that the convolutional autoencoder could perform better than Principal Component Analysis for noise reduction in EEG signals for a PCA explained variance of 95%.

It was also determined that a general model, trained with EEG signal data from a number of different individuals exhibited a better performance than individualised models trained only using data from a single subject.

This information obtained from the research adds to the large body of work in the field of signal processing and neuroscience that has already been well established. As it is not possible to obtain a “clean” real-world EEG signal, the use of convolutional autoencoders to estimate the shape of an EEG signal provides an alternative approach to approximating EEG signals, which can be used in conjunction with previously used methods, to expand the analysis available to be conducted on the signal.

The concepts proposed and explored in this investigation reinforce the relevance of machine learning and deep learning techniques across numerous industries.

5.5 FUTURE WORK & RECOMMENDATIONS

- Due to the large volume of data processed in this investigation, a large number of further explorations can be conducted into the functionality of individuals’ brains, and their cognitive processing characteristics. The other data associated with the subjects analysed in the studies upon which this investigation is based (Ford, Palzes, Roach, & Mathalon, 2013), includes age, gender, number of years in education and whether or not they have been diagnosed with schizophrenia. The availability of this data allows for a wide range of further investigations. These explorations may include differences in cognitive processing for increasing years in education, as well as cortex stimulation differences.
• As the aim of the original study, from which this data was acquired, was to
analyse the brain activity of individuals diagnosed with schizophrenia and
compared to the brain activity of a number of control subjects, a promising
avenue of research which may be beneficial to pursue is using this information
to aid classification analyses. With 100 trials and 64 channels for 3 separate
conditions for each subject, there is a significant amount of training and test
data that can be used in order to classify individuals for a number of different
attributes using “clean” EEG signals. Performing transformations, such as
Fourier Transformations, on the reconstructed signals could result in more
accurate schizophrenia classification, allowing for more accurate diagnosis in
the future.

• As each of the channels of the reconstructed data are labelled with their
appropriate scalp location, attention could be focused on electrode isolation,
and specific electrode behaviour based on particular cognitive tasks.
This approach could allow for more accurate analysis of specific cortex
functionality, and differences in specific cortex behaviour between different
groups of individuals.

• As an extension of the proposed research on electrode isolation mentioned above,
classification of tasks could also be investigated based on simultaneous readings of
all 64 electrodes. As can be seen in the investigation performed in this paper,
different cortexes of the brain become stimulated when different cognitive
functions are required of an individual. With enough data, it may be possible to use
EEG signals in order to classify tasks required of an individual. A wide range of
potential possibilities become more attainable with this concept. With successful
classification, a brain-computer interface can be established in order to allow
successful communication to a machine for the execution of particular tasks. An
expansion of this could be the increased functionality of prosthetic limbs.
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APPENDIX A

The data used in this investigation was acquired from:

It may be important to note that a significant amount of time was spent focusing on the use of Fourier Transformations (FTs) of the EEG signals in order to investigate whether they could be used to train the convolutional autoencoder to produce more accurate results. FTs transform a signal from the time domain into the frequency domain.

- It was hypothesized that an FT could be performed on the signal, the output of this transformation could be processed by the CAE, and an inverse FT could be applied to the output of the CAE in order to produce the original signal, but with less noise.

- It was found not to be possible due to the fact that the mathematical processes of FTs produce a complex number as the output, a number with both real and imaginary parts. It is not possible to process imaginary numbers with neural networks (NNs). The imaginary part of the transformation is automatically removed before processing, leaving only the real part as the NN input. Although the output of the NN will be a real number in the frequency domain, if this value is to be returned back to a time domain signal using an inverse FT, it will be assumed by the algorithm that the value of the imaginary part of the signal has a value of 0, which is not equivalent to the NN input. The inverse FT then produces a signal in the time domain accounting for this information, thus producing a significantly different signal than was first used.

- Often for FT analysis, the absolute value of the FT output is used instead of the original output, as it ensures the imaginary part of the output is used, but can still be processed and visualised etc. However, this still results in information loss. If an inverse FT is applied to this value, the algorithm again assumed the imaginary value is 0, and therefore produces a different output than the original FT input.
• Although the use of FTs is limited for autoencoding, these processes can be, and have successfully been, used for classification purposes and have been found to perform very well.

10 random RAW signals with PCA reconstructed signals overlaid
10 random RAW signals with CAE reconstructed signals overlaid

The figures below allow for the comparison of Harrell-Davis decile difference distributions between the SNR values for RAW, PCA and CAE signals. It can be seen in all figures that there is a larger range for higher number deciles than lower. This could prove beneficial for future investigations in EEG SNR distributions, as it can isolate particular deciles, and associate these with particular electrodes of the 10-20 system.
Condition 1:

Distributions of Harrell-Davis decile differences RAW vs PCA – Condition 1

Distributions of Harrell-Davis decile differences RAW vs CAE – Condition 1
Condition 2:

Distributions of Harrell-Davis decile differences RAW vs PCA – Condition 2

Distributions of Harrell-Davis decile differences RAW vs CAE – Condition 2
Condition 3:

Distributions of Harrell-Davis decile differences RAW vs PCA – Condition 3

Distributions of Harrell-Davis decile differences RAW vs CAE – Condition 3