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Abstract

Idiom token classification is the task of deciding for a set of potentially idiomatic phrases whether each occurrence of a phrase is a literal or idiomatic usage of the phrase. In this work we explore the use of Skip-Thought Vectors to create distributed representations that encode features that are predictive with respect to idiom token classification. We show that classifiers using these representations have competitive performance compared with the state of the art in idiom token classification. Importantly, however, our models use only the sentence containing the target phrase as input and are thus less dependent on a potentially inaccurate or incomplete model of discourse context. We further demonstrate the feasibility of using these representations to train a competitive general idiom token classifier.

1 Introduction

Idioms are a class of multiword expressions (MWEs) whose meaning cannot be derived from their individual constituents (Sporleder et al., 2010). Idioms often present idiosyncratic behaviour such as violating selection restrictions or changing the default semantic roles of syntactic categories (Sporleder and Li, 2009). Consequently, they present many challenges for Natural Language Processing (NLP) systems. For example, in Statistical Machine Translation (SMT) it has been shown that translations of sentences containing idioms receive lower scores than translations of sentences that do not contain idioms (Salton et al., 2014).

Idioms are pervasive across almost all languages and text genres and as a result broad coverage NLP systems must explicitly handle idioms (Villavicencio et al., 2005). A complicating factor, however, is that many idiomatic expressions can be used both literally or figuratively. In general, idiomatic usages are more frequent, but for some expressions the literal meaning may be more common (Li and Sporleder, 2010a). As a result, there are two fundamental tasks in NLP idiom processing: idiom type classification is the task of identifying expressions that have possible idiomatic interpretations and idiom token classification is the task of distinguishing between idiomatic and literal usages of potentially idiomatic phrases (Fazly et al., 2009). In this paper we focus on this second task, idiom token classification.

Previous work on idiom token classification, such as (Sporleder and Li, 2009) and (Peng et al., 2014), often frame the problem in terms of modelling the global lexical context. For example, these models try to capture the fact that the idiomatic expression break the ice is likely to have a literal meaning in a context containing words such as cold, frozen or water and an idiomatic meaning in a context containing words such as meet or discuss (Li and Sporleder, 2010a). Frequently these global lexical models create a different idiom token classifier for each phrase. However, a number of papers on idiom type and token classification have pointed to a range of other features that could be useful for idiom token classification; including local syntactic and lexical patterns (Fazly et al., 2009) and cue words (Li and Sporleder, 2010a). However, in most cases these non-global features are specific to a particular phrase. So a key challenge is to identify from a range of features which features are the correct features to use for idiom token classification for a specific expression.

Meanwhile, in recent years there has been an explosion in the use of neural networks for learning distributed representations for language (e.g.,
Socher et al. (2013), Kalchbrenner et al. (2014) and Kim (2014)). These representations are automatically trained from data and can simultaneously encode multiple linguistics features. For example, word embeddings can encode gender distinctions and plural-singular distinctions (Mikolov et al., 2013b) and the representations generated in sequence to sequence mappings have been shown to be sensitive to word order (Sutskever et al., 2014). The recent development of Skip-Thought Vectors (or Sent2Vec) (Kiros et al., 2015) has provided an approach to learn distributed representations of sentences in an unsupervised manner.

In this paper we explore whether the representations generated by Sent2Vec encodes features that are useful for idiom token classification. This question is particularly interesting because the Sent2Vec based models only use the sentence containing the phrase as input whereas the baselines systems use full the paragraph surrounding the sentence. We further investigate the construction of a “general” classifier that can predict if a sentence contains literal or idiomatic language (independent of the expression) using just the distributed representation of the sentence. This approach contrasts with previous work that has primarily adopted a “per expression” classifier approach and has been based on more elaborate context features, such as discourse and lexical cohesion between and sentence and the larger context. We show that our method needs less contextual information than the state-of-the-art method and achieves competitive results, making it an important contribution to a range of applications that do not have access to a full discourse context. We proceed by introducing that previous work in more detail.

2 Previous Work

One of the earliest works on idiom token classification was on Japanese idioms (Hashimoto and Kawahara, 2008). This work used a set of features, commonly used in Word Sense Disambiguation (WSD) research, that were defined over the text surrounding a phrase, as well as a number of idiom specific features, which were in turn used to train an SVM classifier based on a corpus of sentences tagged as either containing an idiomatic usage or a literal usage of a phrase. Their results indicated that the WSD features worked well on idiom token classification but that their idioms specific features did not help on the task.

Focusing on idiom token classification in English, Fazly et al. (2009) developed the concept of a canonical form (defined in terms of local syntactic and lexical patterns) and argued that for each idiom there is a distinct canonical form (or small set of forms) that mark idiomatic usages of a phrase. Meanwhile Sporleder and Li (2009) proposed a model based on how strongly an expression is linked to the overall cohesive structure of the discourse. Strong links result in a literal classification, otherwise an idiomatic classification is returned. In related work, Li and Sporleder (2010a) experimented with a range of features for idiom token classification models, including: global lexical context, discourse cohesion, syntactic structures based on dependency parsing, and local lexical features such as cue words, occurring just before or after a phrase. An example of a local lexical feature is when the word between occurs directly after break the ice; here this could mark an idiomatic usage of the phrase: it helped to break the ice between Joe and Olivia. The results of this work indicated that features based on global lexical context and discourse cohesion were the best features to use for idiom token classification. The inclusion of syntactic structures in the feature set provided a boost to the performance of the model trained on global lexical context and discourse cohesion. Interestingly, unlike the majority of previous work on idiom token classification Li and Sporleder (2010a) also investigated building general models that could work across multiple expressions. Again they found that global lexical context and discourse cohesion were the best features in their experiments.

Continuing work on this topic, Li and Sporleder (2010b) present research based on the assumption that literal and figurative language are generated by two different Gaussians. The model representation is based on semantic relatedness features similar to those used earlier in (Sporleder and Li, 2009). A Gaussian Mixture Model was trained using an Expectation Maximization method with the classification of instances performed by choosing the category which maximises the probability of fitting either of the Gaussian components. Li and Sporleder (2010b)’s results confirmed the findings from previous work that figurative language exhibits less cohesion with the surrounding context then literal language.
More recently, Feldman and Peng (2013) describe an approach to idiom token identification that frames the problem as one of outlier detection. The intuition behind this work is that because idiomatic usages of phrases have weak cohesion with the surrounding context they are semantically distant from local topics. As a result, phrases that are semantic outliers with respect to the context are likely to be idioms. Feldman and Peng (2013) explore two different approaches to outlier detection based on principle component analysis (PCA) and linear discriminant analysis (LDA) respectively. Building on this work, Peng et al. (2014) assume that phrases within a given text segment (e.g., a paragraph) that are semantically similar to the main topic of discussion in the segment are likely to be literal usages. They then trained a number of models that classify a phrase in a given text segment as idiomatic. To the best of our knowledge, Peng et al. (2014) are currently the best performing approach to idiom token classification and we use their models as our baseline.

3 Skip-Thought Vectors

While idiom token classification based on long range contexts, such as is explored in a number of the models outlined in the previous section, generally achieve good performance, an NLP system may not always have access to the surrounding context, or may indeed find it challenging to construct a reliable interpretation of that context. Moreover, the construction of classifiers for each individual idiom case is resource intensive, and we argue fails to easily scale to under-resourced languages. In light of this, in our work we are exploring the potential of distributed compositional semantic models to produce reliable estimates of idiom token classification.

Skip-Thought Vectors (Sent2Vec) (Kiros et al., 2015) are a recent prominent example of such distributed models. Skip-Thought Vectors are an application of the Encoder/Decoder framework (Sutskever et al., 2014), a popular architecture for NMT (Bahdanau et al., 2015) based on recurrent neural networks (RNN). The encoder takes an input sentence and maps it into a distributed representation (a vector of real numbers). The decoder is a language model that is conditioned on the distributed representation and, in Sent2Vec, is used to ‘predict’ the sentences surrounding the input sentence. Consequently, the Sent2Vec encoder learns (among other things) to encode information about the context of an input sentence without the need of explicit access to it. Figure 1 presents the architecture of Sent2Vec.

More formally, assume a given tuple \((s_{i-1}, s_i, s_{i+1})\) where \(s_i\) is the input sentence, \(s_{i-1}\) is the previous sentence to \(s_i\) and \(s_{i+1}\) is the next sentence to \(s_i\). Let \(w^t_i\) denote the \(t\)-th word for \(s_i\) and \(x^t_i\) denote its word embedding. We follow Kiros et al. (2015) and describe the model in three parts: encoder, decoder and objective function.

Encoder. Given the sentence \(s_i\) of length \(N\), let \(w^1_i, \ldots, w^N_i\) denote the words in \(s_i\). At each timestep \(t\), the encoder (in this case an RNN with Gated Recurrent Units - GRUs (Cho et al., 2014)) produces a hidden state \(h^t_i\) that represents the sequence \(w^1_i, \ldots, w^t_i\). Therefore, \(h^N_i\) represents the full sentence. Each \(h^N_i\) is produced by iterating the following equations (without the subscript \(i\)):

\[
\begin{align*}
\mathbf{r}^t &= \sigma(W_r^e \mathbf{x}^t + U_r^e h^{t-1}) \quad (1) \\
\mathbf{z}^t &= \sigma(W_z^e \mathbf{x}^t + U_z^e h^{t-1}) \quad (2) \\
\tilde{\mathbf{h}}^t &= \tanh(W^e \mathbf{x}^t + U^e (\mathbf{r}^t \odot h^{t-1})) \quad (3) \\
\mathbf{h}^t &= (1 - \mathbf{z}^t) \odot h^{t-1} + \mathbf{z}^t \odot \tilde{\mathbf{h}}^t \quad (4)
\end{align*}
\]

where \(\mathbf{r}^t\) is the reset gate, \(\mathbf{z}^t\) is the update gate, \(\tilde{\mathbf{h}}^t\) is the proposed update state at time \(t\) and \(\odot\) denotes a component-wise product.

Decoder. The decoder is essentially a neural language model conditioned on the input sentence representation \(\mathbf{h}^N_i\). However, two RNNs are used (one for the sentence \(s_{i-1}\) and the other for the sentence \(s_{i+1}\)) with different parameters except the embedding matrix (\(E\)), and a new set of matrices \((C_r, C_z, C_x)\) are introduced to condition the GRU on \(\mathbf{h}^N_i\). Let \(h^N_{i+1}\) denote the hidden state of the decoder of the sentence \(s_{i+1}\) at time \(t\). De-
where computation is required to decode \( s \) denotes a component-wise product. An analogous condition on the previous \( i \) is:

\[
\text{Objective} = \sum_{i} \log P(w_i^{<t}|w_{i+1}, h^N_i) + P(w_i^t|w_{i-1}, h^N_i)
\]

where the total objective is summed over all training tuples \((s_i-1, s_i, s_{i+1})\).

The utility of Sent2Vec is that it is possible to infer properties of the surrounding context only from the input sentence. Therefore, we can assume that the Sent2Vec distributed representation is also carrying information regarding its context (without the need to explicitly access it). Following that intuition, we can train a supervised classifier only using the labelled sentences containing examples of idiomatic or literal language use without modelling long windows of context or using methods to extract topic representations.

4 Experiments

In the following we describe a study that evaluates the predictiveness of the distributed representations generated by Sent2Vec for idiom token classifier. We first evaluate these representations using a “per expression” study design (i.e., one classifier per expression) and compare our results to those of Peng et al. (2014) who applied multipart-depth contexts to generate best results. We also experiment with a “general” classifier trained and tested on a set of mixed expressions.

4.1 Dataset

In order to make our results comparable with (Peng et al., 2014) we used the same VNC-Tokens dataset (Cook et al., 2008) that they used in their experiments. The dataset used is a collection of sentences containing 53 different Verb Noun Constructions\(^2\) (VNCs) extracted from the British National Corpus (BNC) (Burnard, 2007). In total, the VNC-Token dataset has 2984 sentences where each sample sentence is labelled with one of three labels: \( I \) (idiomatic); \( L \) (literal); or \( Q \) (unknown).

\(^{2}\)This verb-noun constructions can be used either idiomatically or literally.
Of the 56 VNCs in the dataset 28 of these expressions have a reasonably balanced representation (with similar numbers of idiomatic and literal occurrences in the corpus) and the other 28 expressions have a skewed representation (with one class much more common than the other). Following the approach taken by (Peng et al., 2014), in this study we use the “balanced” part of the dataset and considered only those sentences labelled as “I” and “L” (1205 sentences - 749 labelled as “I” and 456 labelled as “L”).

Peng et al. (2014) reported the precision, recall and f1-score of their models on 4 of the expressions from the balanced section of dataset: BlowWhistle; MakeScene; LoseHead; and TakeHeart. So, our first experiment is designed to compare our models with these baseline systems on a “per-expression” basis. For this experiment we built a training and test set for each of these expressions by randomly sampling expressions following the same distributions presented in Peng et al. (2014). In Table 1 we present those distribution and the split into training and test sets. The numbers in parentheses denote the number of idiomatic labels within the set. We follow the same split as described in Peng et al. (2014).

While we wish to base our comparison on the work of Peng et al. (2014) as it is the current state of the art, this is not without its own challenges. In particular we see the choice of these 4 expression as a somewhat random decision as other expressions could also be selected for the evaluation with similar ratios to those described in Table 1. Moreover, the chosen expressions are all semi-compositional and do not consider fully non-compositional expressions (although we believe the task of classifying non-compositional expressions would be easier for any method aimed at idiom token classification as these expressions are high-fixed). A better evaluation would consider all the 28 expressions of the balanced part of the VNC-tokens dataset. In addition, we also see this choice of training and test splits as somewhat arbitrary. For two of the expressions the test set contain samples in a way that one of the classes outnumber the other by a great amount: for BlowWhistle, the literal class contains roughly 4 times more samples than the idiomatic class; and for TakeHeart the idiomatic class contains roughly 9 times more samples than the literal class. Our concerns with these very skewed test set ratios is that it is very easy when applying a per expression approach (i.e., a separate model for each expression) for a model to achieve good performance (in terms of precision, recall, ad f1) if the positive class is the majority class in the test set. However, despite these concerns, in our first experiment in order to facilitate comparison with the prior art we follow the expression selections and training/test splits described in Peng et al. (2014).

Studies on the characteristics of distributed semantic representations of words have shown that similar words tend to be represented by points that are close to each other in the semantic feature space (e.g. Mikolov et al. (2013a)). Inspired by these results we designed a second experiment to test whether the Sent2Vec representations would cluster idiomatic sentences in one part of the feature space and literal sentences in another part of the space. For this experiment we used the entire “balanced” part of the VNC-tokens dataset to train and test our “general” (multi-expression) models. In this experiment we wanted the data to reflect, as much as possible, the real distribution of the idiomatic and literal usages of each expression. So, in constructing our training and test set we tried to maintain for each expression the same ratio of idiomatic and literal examples across the training and test set. To create the training and test sets, we split the dataset into roughly 75% for training (917 samples) and 25% for testing (288 samples). We randomly sample the expressions ensuring that the ratio of idiomatic to literal expressions of each expression were maintained across both sets. In Table 2 we show the expressions used and their split into training and testing. The numbers in parentheses are the number of samples labelled as “I”.

4.2 Sent2Vec Models

To encode the sentences into their distributed representations we used the code and models made available by Kiros et al. (2015). Using their

<table>
<thead>
<tr>
<th>Expression</th>
<th>Samples</th>
<th>Train Size</th>
<th>Test Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>BlowWhistle</td>
<td>78 (27)</td>
<td>40 (20)</td>
<td>38 (7)</td>
</tr>
<tr>
<td>LoseHead</td>
<td>40 (21)</td>
<td>30 (15)</td>
<td>10 (6)</td>
</tr>
<tr>
<td>MakeScene</td>
<td>50 (30)</td>
<td>30 (15)</td>
<td>20 (15)</td>
</tr>
<tr>
<td>TakeHeart</td>
<td>81 (61)</td>
<td>30 (15)</td>
<td>51 (46)</td>
</tr>
</tbody>
</table>

Table 1: The sizes of the samples for each expression and the split into training and test set. The numbers in parentheses indicates the number of idiomatic labels within the set. We follow the same split as described in Peng et al. (2014).

3https://github.com/ryankiros/skip-thoughts
models it is possible to encode the sentences into three different formats: uni-skip (which uses a regular RNN to encode the sentence into a 2400-dimensional vector); bi-skip (that uses a bidirectional RNN to encode the sentence also into a 2400-dimensional vector); and the comb-skip (a concatenation of uni-skip and bi-skip which has 4800 dimensions). Their models were trained using the BookCorpus dataset (Zhu et al., 2015) and has been tested in several different NLP tasks as semantic relatedness, paraphrase detection and image-sentence ranking. Although we experimented with all the three models, in this paper we only report the results of classifiers trained and tested using the comb-skip features.

### 4.3 Classifiers

#### 4.3.1 “Per-expression” models

The idea behind Sent2Vec is similar to those of word embeddings experiments: sentences containing similar meanings should be represented by points close to each other in the feature space. Following this intuition we experiment first with a similarity based classifier, the K-Nearest Neighbours (k-NN). For the k-NNs we experimented with $k = \{2, 3, 5, 10\}$.

We also experimented with a more advanced algorithm, namely the Support Vector Machine (SVM) (Vapnik, 1995). We trained the SVM under three different configurations:

**Linear-SVM-PE**. This model used a “linear” kernel with $C = 1.0$ on all the classification setups.

**Grid-SVM-PE**. For this model we performed a grid search for the best parameters for each expression. The parameters are: $\text{BlowWhistle} = \{ \alpha = 0.001 \}; \text{LoseHead} = \{ \text{kernel: 'rbf', } C = 1 \}; \text{MakeSene} = \{ \text{kernel: 'rbf', } C = 100 \}; \text{TakeHeart} = \{ \text{kernel: 'rbf', } C = 1000 \}$.

**SGD-SVM-PE**. This model is a SVM with linear kernel but trained using stochastic gradient descent (Bottou, 2010). We set the SGD’s learning rates ($\alpha$) using a grid search: $\text{BlowWhiste} = \{ \alpha = 0.001 \}; \text{LoseHead} = \{ \alpha = 0.001 \}; \text{MakeSene} = \{ \alpha = 0.0001 \}; \text{TakeHeart} = \{ \alpha = 0.0001 \}$. We trained these classifiers for 15 epochs.

#### 4.3.2 “General” models

We consider the task of creating a “general” classifier that takes an example of any potential idiom and classifying it into idiomatic or literal usage more difficult than the “per-expression” classification task. Hence we executed this part of the study with the SVM models only. We trained the same three types of SVM models used in the “per-expression” approach but with the following parameters:

**Linear-SVM-GE**. This model used a linear kernel with $C = 1.0$ for all the classification sets.

**Grid-SVM-GE**. For this model we also performed a grid search and set the kernel to “polynomial kernel” of degree $2$ with $C = 1000$.

**SGD-SVM-GE**. We also experimented with a SVM with linear kernel trained using stochastic gradient descent. We set the SGD’s learning rate $\alpha = 0.0001$ after performing a grid search. We trained this classifier for 15 epochs.

### 5 Results and Discussion

We first present the results for the per expression comparison with Peng et al. (2014) and then in

<table>
<thead>
<tr>
<th>Expression</th>
<th>Samples</th>
<th>Train Size</th>
<th>Test Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>BlowTop</td>
<td>28 (25)</td>
<td>21 (18)</td>
<td>7 (5)</td>
</tr>
<tr>
<td>BlowTrumpet</td>
<td>29 (19)</td>
<td>21 (14)</td>
<td>8 (5)</td>
</tr>
<tr>
<td>BlowWhistle</td>
<td>78 (27)</td>
<td>59 (20)</td>
<td>19 (7)</td>
</tr>
<tr>
<td>CutFigure</td>
<td>43 (36)</td>
<td>33 (28)</td>
<td>10 (8)</td>
</tr>
<tr>
<td>FindFoot</td>
<td>53 (48)</td>
<td>39 (36)</td>
<td>14 (12)</td>
</tr>
<tr>
<td>GetNod</td>
<td>26 (23)</td>
<td>19 (17)</td>
<td>7 (6)</td>
</tr>
<tr>
<td>GetSack</td>
<td>50 (43)</td>
<td>40 (34)</td>
<td>10 (9)</td>
</tr>
<tr>
<td>GetWind</td>
<td>28 (13)</td>
<td>20 (9)</td>
<td>8 (4)</td>
</tr>
<tr>
<td>HaveWord</td>
<td>91 (80)</td>
<td>69 (61)</td>
<td>22 (19)</td>
</tr>
<tr>
<td>HitRoad</td>
<td>32 (25)</td>
<td>24 (19)</td>
<td>8 (6)</td>
</tr>
<tr>
<td>HitRoof</td>
<td>18 (11)</td>
<td>14 (9)</td>
<td>4 (2)</td>
</tr>
<tr>
<td>HitWall</td>
<td>63 (7)</td>
<td>50 (6)</td>
<td>13 (1)</td>
</tr>
<tr>
<td>HoldFire</td>
<td>23 (7)</td>
<td>19 (5)</td>
<td>4 (2)</td>
</tr>
<tr>
<td>KickHeel</td>
<td>39 (31)</td>
<td>30 (23)</td>
<td>9 (8)</td>
</tr>
<tr>
<td>LoseHead</td>
<td>40 (21)</td>
<td>29 (15)</td>
<td>11 (6)</td>
</tr>
<tr>
<td>LoseThread</td>
<td>20 (18)</td>
<td>16 (15)</td>
<td>4 (3)</td>
</tr>
<tr>
<td>MakeFace</td>
<td>41 (27)</td>
<td>31 (21)</td>
<td>10 (6)</td>
</tr>
<tr>
<td>MakeHay</td>
<td>17 (9)</td>
<td>12 (6)</td>
<td>5 (3)</td>
</tr>
<tr>
<td>MakeHit</td>
<td>14 (5)</td>
<td>9 (3)</td>
<td>5 (2)</td>
</tr>
<tr>
<td>MakeMark</td>
<td>85 (72)</td>
<td>66 (56)</td>
<td>19 (16)</td>
</tr>
<tr>
<td>MakePile</td>
<td>25 (8)</td>
<td>18 (6)</td>
<td>7 (2)</td>
</tr>
<tr>
<td>MakeScene</td>
<td>50 (30)</td>
<td>37 (22)</td>
<td>13 (8)</td>
</tr>
<tr>
<td>PullLeg</td>
<td>31 (11)</td>
<td>40 (8)</td>
<td>11 (3)</td>
</tr>
<tr>
<td>PullPlug</td>
<td>64 (44)</td>
<td>49 (33)</td>
<td>15 (11)</td>
</tr>
<tr>
<td>PullPunch</td>
<td>22 (18)</td>
<td>18 (15)</td>
<td>4 (3)</td>
</tr>
<tr>
<td>PullWeight</td>
<td>33 (27)</td>
<td>24 (20)</td>
<td>9 (7)</td>
</tr>
<tr>
<td>SeeStar</td>
<td>61 (5)</td>
<td>49 (3)</td>
<td>12 (2)</td>
</tr>
<tr>
<td>TakeHeart</td>
<td>81 (61)</td>
<td>61 (45)</td>
<td>20 (16)</td>
</tr>
</tbody>
</table>

Table 2: The sizes of the samples for each expression and the split into training and test set. The numbers in parentheses indicates the number of idiomatic labels within the set.
Section 5.2 we present the results for the “general” classifier approach.

5.1 Per-Expression Classification

The averaged results over 10 runs in terms of precision, recall and f1-score are presented in Table 3. When calculating these metrics, we considered the positive class to be the “I” (idiomatic) label. We used McNemar’s test (McNemar, 1947) to check the statistical significance of our models’ results and found all our results to be significant at $p < 0.05$.

We can see in Table 3 that some of our models outperform the baselines on 1 expression (BlowWhistle) and achieved the same f1-scores on 2 expressions (LoseHead and MakeScene). For these 3 expressions, our best models generally had higher precision than the baselines, finding more idioms on the test sets. In addition, for MakeScene, 2 of our models achieved the same f1-scores (KNN-3 and SGD-SVM-PE), although they have different precision and recall.

The only expression on which a baseline model outperformed all our models was TakeHeart where it achieved higher precision, recall and f1-scores. Nevertheless, this expression had the most imbalanced test set, with roughly 9 times more idioms than literal samples. Therefore, if the baseline label all the test set samples as idiomatic (including the literal examples), it would still have the best results. It is thus worth emphasizing that the choices of distributions for training and test sets in Peng et al.’s work seems arbitrary and does not reflect the real distribution of the data in a balanced corpus. Also, Peng et al. (2014) did not reflect the real distribution of the data in a balanced corpus. Also, Peng et al. (2014) did not provide the confusion matrices for their models so we cannot analyse their model behaviour across the classes.

That aside, while our best models share the same f1-score with the baseline on 2 of the expressions, we believe that our method is more powerful if we take into account that we do not explicitly access the context surrounding our input sentences. We can also consider that our method is cheaper than the baseline in the sense that we do not need to process words other than the words in the input sentence.

In addition, we note that the SVMs generally outperform the KNNs, although no single model perform best across all expressions. Regardless of the fact that the KNN-3 achieved the same f1-score as SGD-SVM on MakeScene, the SVM consistently scored higher than the KNNs on all expressions. This is an interesting finding if we consider that our feature vector is 4800-dimensional and the SVMs are projecting these features into a space that has much more than 4800 dimensions and not incurring into the “curse of dimensionality”. Furthermore, other work using Sent2vec have shown the capabilities of the Sent2Vec representations to capture features that are suited to various NLP tasks where semantics is involved (e.g., paraphrase detection and semantic relatedness (Kiros et al., 2015)). These results together with our findings suggests that the factors in-
Table 4: Precision (P.), recall (R.) and f1-scores (F1) calculated on the expressions of the balanced part of the VNC-Tokens dataset. The expressions marked with * indicate the expressions also evaluated with the “per-expression” classifiers.

<table>
<thead>
<tr>
<th>Expressions</th>
<th>Linear-SVM-GE</th>
<th>Grid-SVM-GE</th>
<th>SGD-SVM-GE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P.</td>
<td>R.</td>
<td>F1</td>
</tr>
<tr>
<td>BlowTop</td>
<td>0.91</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>BlowTrumpet</td>
<td>0.98</td>
<td>0.88</td>
<td>0.93</td>
</tr>
<tr>
<td>BlowWhistle*</td>
<td>0.84</td>
<td>0.67</td>
<td>0.75</td>
</tr>
<tr>
<td>CutFigure</td>
<td>0.91</td>
<td>0.85</td>
<td>0.88</td>
</tr>
<tr>
<td>FindFoot</td>
<td>0.96</td>
<td>0.93</td>
<td>0.94</td>
</tr>
<tr>
<td>GetNod</td>
<td>0.98</td>
<td>0.91</td>
<td>0.95</td>
</tr>
<tr>
<td>GetSack</td>
<td>0.87</td>
<td>0.89</td>
<td>0.88</td>
</tr>
<tr>
<td>GetWind</td>
<td>0.86</td>
<td>0.82</td>
<td>0.84</td>
</tr>
<tr>
<td>HaveWord</td>
<td>0.99</td>
<td>0.89</td>
<td>0.94</td>
</tr>
<tr>
<td>HitRoad</td>
<td>0.86</td>
<td>0.98</td>
<td>0.92</td>
</tr>
<tr>
<td>HitRoof</td>
<td>0.88</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>HitWall</td>
<td>0.74</td>
<td>0.58</td>
<td>0.65</td>
</tr>
<tr>
<td>HoldFire</td>
<td>1.00</td>
<td>0.63</td>
<td>0.77</td>
</tr>
<tr>
<td>KickHeel</td>
<td>0.92</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>LoseHead*</td>
<td>0.78</td>
<td>0.66</td>
<td>0.72</td>
</tr>
<tr>
<td>LoseThread</td>
<td>1.00</td>
<td>0.88</td>
<td>0.93</td>
</tr>
<tr>
<td>MakeFace</td>
<td>0.70</td>
<td>0.83</td>
<td>0.76</td>
</tr>
<tr>
<td>MakeHit</td>
<td>0.81</td>
<td>0.78</td>
<td>0.79</td>
</tr>
<tr>
<td>MakeHay</td>
<td>0.10</td>
<td>0.54</td>
<td>0.70</td>
</tr>
<tr>
<td>MakeMark</td>
<td>0.99</td>
<td>0.92</td>
<td>0.95</td>
</tr>
<tr>
<td>MakePile</td>
<td>0.84</td>
<td>0.67</td>
<td>0.74</td>
</tr>
<tr>
<td>MakeScene*</td>
<td>0.92</td>
<td>0.84</td>
<td>0.88</td>
</tr>
<tr>
<td>PullLeg</td>
<td>0.79</td>
<td>0.71</td>
<td>0.75</td>
</tr>
<tr>
<td>PullPlug</td>
<td>0.91</td>
<td>0.91</td>
<td>0.91</td>
</tr>
<tr>
<td>PullPunch</td>
<td>0.85</td>
<td>0.87</td>
<td>0.86</td>
</tr>
<tr>
<td>PullWeight</td>
<td>1.00</td>
<td>0.96</td>
<td>0.98</td>
</tr>
<tr>
<td>SeeStar</td>
<td>0.17</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td>TakeHeart*</td>
<td>0.94</td>
<td>0.79</td>
<td>0.86</td>
</tr>
<tr>
<td>Total</td>
<td>0.84</td>
<td>0.80</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Another point for consideration is the fact that the combination of our model with the work of Peng et al. (2014) may result in a stronger model on this “per-expression” setting. Nevertheless, as previously highlighted, it was not possible for us to directly re-implement their work.

5.2 General Classification

Moving on to the general classification case, we present the average results (in terms of precision, recall and f1-score) over 10 runs to our “general” classifiers on the balanced part of the VNC-Tokens dataset. Once again, the positive class is assumed to be the “I” (idiomatic) label and we split the outcomes per expression. It should be noted that the “per-expression” evaluation was performed using a balanced set to train the classifiers while in this experiment we maintained the ratio of idiomatic to literal usages for each expression across the training and test sets. Our motivation for maintaining this ratio was to simulate the real distribution of the classes in the corpus.

We present results for the four individual MWEs used in the per-sentence based evaluation as well as a set of averages made over all 28 expressions in the “balanced” portion of the dataset. Referring to the results we first of all note the overall performance of the “general” classifiers is involved in distinguishing between the semantics of idiomatic and literal language are deeply entrenched in language generation and only a high-dimensional representation can enable a classifier to make that distinction. This observation also implies that the contribution of each feature (generated by the distributed representation) is very small, given the fact that we need that many dimensions and the space needed to unpack the components of literal and idiomatic language has many more dimensions than the input space. Therefore, the current manually engineered features (i.e., the features used in previous idiom token classification) are only capturing a small portion of these dimensions and assigning more weight to these dimensions while other dimensions (not captured) are not considered (i.e., as they are not considered, the features represented by these dimensions have their weight equal to 0).

5.2 General Classification

Moving on to the general classification case, we present the average results (in terms of precision, recall and f1-score) over 10 runs to our “general” classifiers on the balanced part of the VNC-Tokens dataset. Once again, the positive class is assumed to be the “I” (idiomatic) label and we split the outcomes per expression. It should be noted that the “per-expression” evaluation was performed using a balanced set to train the classifiers while in this experiment we maintained the ratio of idiomatic to literal usages for each expression across the training and test sets. Our motivation for maintaining this ratio was to simulate the real distribution of the classes in the corpus.

We present results for the four individual MWEs used in the per-sentence based evaluation as well as a set of averages made over all 28 expressions in the “balanced” portion of the dataset. Referring to the results we first of all note the overall performance of the “general” classifiers is...
fairly high with 2 classifiers (Linear-SVM-GE and
Grid-SVM-GE) sharing the same precision, recall
and f1-scores. While averages here are the same
across the two classifiers, it is worth noting that
deviations occured across individual MWE types,
though these deviations balanced out across the
data set. Although not displayed in this table due
to space limitations, it should be noted that all the
3 classifier had a extremely low performance on
SeeStar (f1 = 0.15, 0.15 and 0.17 respectively).

If we compare the performance of the 4 ex-
pressions analysed in the “per-expression” exper-
iment we can observe that all the “general” clas-
sifiers had a better performance over BlowWhis-
tle and the Linear-SVM-GE also performed bet-
ter on MakeScene. Nevertheless we should em-
phasize that the “general” classifier’s evaluation is
closer to what we would expect in a real data dis-
tribution than the evaluation presented on the “per-
expression” section. This does not invalidate the
evaluation of the latter but when we have access to
a real data distribution it should also be taken into
account when performing a ML evaluation.

In general, the results look promising. It is in-
teresting to see how the classifiers trained on a set
of mixed expressions (“general” classifiers) had a
performance close to the “per-expression” classi-
fiers, even though the latter were trained and tested
on “artificial” training and test sets that do not re-
fect the real data distributions. We believe that
these results indicate that the distributed representa-
tions generated by Sent2Vec are indeed cluster-
ing together sentences within the same class (idi-
omatic or literal) in feature space.

6 Conclusions and Future Work

In this paper we have investigated the use of dis-
tributed compositional semantics in literal and id-
imatic language classification, more specifically
using Skip-Thought Vectors (Sent2Vec). We fol-
lowed the intuition that the distributed representa-
tions generated by Sent2Vec also include informa-
tion regarding the context where the potential id-
imatic expression is inserted and therefore is suf-
ficient for distinguishing between idiomatic and
literal language use.

We tested this approach with different Machine
Learning (ML) algorithms (K-Nearest Neighbours
and Support Vector Machines) and compared our
work against a topic model representation that in-
clude the full paragraph or the surrounding para-
graphs where the potential idiom is inserted. We
have shown that using the Sent2Vec representa-
tions our classifiers achieve better results in 3 out
of 4 expressions tested. We have also shown
that our models generally present better precision
and/or recall than the baselines.

We also investigated the capability of Sent2Vec
clustering representations of sentences within the
same class in feature space. We followed the
intuition presented by previous experiments with
distributed representations that words with simi-
lar meaning are clustered together in feature space
and experimented with a “general” classifier that
is trained on a dataset of mixed expressions. We
have shown that the “general” classifier is feasible
but the traditional “per-expression” does achieve
better results in some cases.

In future work we plan to investigate the use of
Sent2Vec to encode larger samples of text - not
only the sentence containing idioms. We also plan
to further analyse the errors made by our “general”
model and investigate the “general” approach on
the skewed part of the VNC-tokens dataset. We
also plan to investigate an end-to-end approach
based on deep learning-based representations to
classify literal and idiomatic language use.

In addition, we also plan to compare our work
to the method of Sporleder et al. (2010) as well
apply our work on the IDX Corpus (Sporleder et
al., 2010) and to other languages. The focus of
these future experiments will be to test how our ap-
proach which is relatively less dependent on NLP
resources compares with these other methods for
idiom token classification.
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