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Table 1. Description of the different dataset subsets used for model training

Dataset code Dataset description
Training counts (% positive
labels)

Validation counts
(% positive labels)

SINGLE Candidate relations from sentences containing only a single
candidate relation

8828 (89 %) 1528 (88 %)

MULTI Candidate relations from sentences containing only multiple
candidate relations

37 002 (69 %) 8351 (54 %)

MULTI_LIMITED Candidate relations from sentences containing multiple relations
with the genes belonging to a maximum of 2 UniRef50 cluster
IDs and the antibiotics belonging to a maximum of 2 different
antibiotic groups

28 961 (87 %) 4712 (81 %)

FULL All candidate relations from all sentences 45 830 (73 %) 9879 (60 %)

having gene entities present in the KBs were considered for
labelling, while the rest were removed. Additional filtering
was required to prevent several false negatives. While in the
literature the term ‘multidrug’ (which is detected as an antibi-
otic entity in the developed NER module) can be used to
refer to resistance to several antibiotics, this proved difficult
to link in KBs where an explicit relation of a gene-multidrug
resistance was not present. Thus, candidate relation pairs
extracted from texts having genes paired to ‘multidrug’ were
removed since a number of them could possibly be labelled
incorrectly as ‘NA’. The only exceptions were cases where a
candidate relation containing ‘multidrug’ was explicitly found
in the KBs, which usually were found in UniProtKB. These
were kept and labelled as ‘relation’.

Generation of additional datasets
Several extracted sentences contained more than one antibi-
otic and gene candidate relation. These sentences were
expected to be more difficult for the models to learn mean-
ingful patterns from than sentences with a single candidate
relation. To test this, several different training and validation
sets were produced to study the impact of the different types
of data subsets used on the models’ performances. Table 1
describes the different datasets generated to train the models.

The train/validation split was achieved by keeping all
sentences extracted from abstracts published in the period
2018–20 as part of the validation sets, and the rest as the
training sets. An additional testing (holdout) dataset wasman-
ually annotated by an expert in antibiotic resistance using
the prodigy (https://prodi.gy/) annotation toolkit, using 600
randomly selected candidate relations obtained from unique
sentences not present in the training and validation datasets,
of which 541 were used following further manual inspec-
tion. When grouped by gene-antibiotic entity pairs (using the
gene UniRef50 ID and the antibiotic main group ID) the test-
ing dataset consisted of 186 bags with the ‘relation’ label
and 235 bags with the ‘NA’ label (see Table 2). To validate
the predicted outputs, a prediction dataset was generated by
obtaining a list ofH. pylori genes fromUniProtKBwhich were
then used to extract all sentences having genes with the same
UniRef50 IDs as the H. pylori genes. To discover new rela-
tions, only candidate relations that were not present in the
KBs were kept in the final prediction dataset. This amounted
to a total of 4976 candidate relations.

RE methods
The implementations of the deep learning models in the Open-
NRE v0.1 (https://github.com/thunlp/OpenNRE). python

Table 2. Summary of holdout dataset

Dataset grouping Relation NA

Single-instance 235 (43 %) 306 (57 %)
Multi-instance (bags) 186 (48 %) 203 (52 %)

Table 3. Summary of deep learning models used

Model code Model type

PCNN Piecewise Convolutional Neural Network (PCNN)
with pretrained word2vec word vectors

BIOBERT BioBERT uncased base model with pretrained
weights with entity markers

BAG_PCNN Multi-instance learning PCNN using pretrained
word2vec word vectors and with instances having
the same entity pairs grouped in bags.

BAG_BIOBERT Multi-instance learning BioBERT uncased base
model with pretrained weights and with instances
having the same entity pairs grouped in bags.

package were used for this task. A total of 4 different model
configurations were used (see Table 3). Refer to Supple-
mentary Appendix A for additional details of the model
parameters used.

The PCNN models are based on the implementations
of Zeng et al. (31) with piecewise max pooling that
showed increased performance for RE tasks compared to
conventional max-pooling, while the pretrained BioBERT
(https://github.com/dmis-lab/biobert) model was based on the
implementation of Soares et al. (35) that uses additional entity
markers to help the model increase attention on the entities of
interest. Both multi-instance and single-instance models were
tested to compare their performance on the different datasets
since multi-instance models are known to generally perform
better in noisy datasets. The output layer of all models was a
fully connected layer that outputs a single value using a sig-
moid function to normalize the result between 0 and 1. This
score was then used to label examples based on the thresh-
old of 0.5 where examples are labelled relation if the score
was≥0.5 and NA if the score was < 0.5.

The PCNN neural networks required word vectors as
inputs from the texts. To this end, the word2vec pretrained
embeddings of Zhang et al. (22) were used. Since these word
embeddings are very large and did not fit in memory with the
hardware available, the pretrained embeddings were reduced
to include only the top 1millionmost frequent tokens. The use
of both the pretrained word2vec word embeddings and the
pretrained BioBERT model weights allowed the introduction
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Figure 2. Single-instance vs multi-instance RE.

Figure 3. Number of publications related to antibiotic resistance till Q1 of 2020.

of additional rich information that would have otherwise not
been included by simply using the limited datasets obtained
from the generated silver standard corpus.

Evaluation
Evaluation of the trained models was done on the holdout
dataset at the bag-level, to directly compare both the multi-
instance and single-instance level models. Since the single-
instance models do not output a label for a bag, this was
indirectly obtained by first obtaining predictions of all the
instances in a bag and then using the top-scoring prediction
in that bag to specify the bag label, which was the same
approach used by Ray and Craven (36). The evaluation met-
rics used were recall, precision and F1-score. For selecting the
best model, the F1-score was favoured as it incorporates both
precision and recall into a single metric and is robust to label
class imbalance.

Figure 2 shows a representation of model predictions in
single-instance vs multi-instance learning with the former giv-
ing a prediction for each instance and the latter grouping
instances (in bags) with the same entity pairs (genes and

antibiotics) and giving a single prediction for each bag. Dur-
ing training, bags are labelled as ‘relation’ if there is at least
one positive instance, and ‘NA’ if all instances are labelled as
NA.

Results
Silver standard corpus
Initially a total of 60 490 abstracts related to antimicrobial
resistance were obtained from PubTator using the PubMed
IDs obtained from the PubMed queries, the majority of which
have been published in the last 2 decades. The number of
publications related to antibiotic resistance has seen a large
increase throughout the years (see Figure 3).

From the 60 490 abstracts obtained, 22 915 (38%) con-
tained sentences with both a gene and antibiotic mention.
Sentences containing both entities are sentences that poten-
tially express a relation between the genes and antibiotics
mentioned. This study only considered sentence-level rela-
tions, at the cost of missing any gene-antibiotic relations
which are expressed between multiple sentences. In fact, an
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Table 4. Summary of the abstracts obtained from PubMed related to
antibiotic resistance

Description Statistic

No. of abstracts 60 490
No. of abstracts with sentences having
both gene and antibiotic mentions

22 915 (38 %)

Mean no. of unique genes per abstract 3.6 (± 2.9 SD)
Mean no. of unique antibiotics per
abstract

3.5 (± 2.9 SD)

Mean no. of characters in the abstracts’
text

1485.8 (± 596.1 SD)

Mean no. of tokens in the abstracts’ text 209 (± 85.4 SD)

Table 5. Summary of the sentences having both gene and antibiotic
mentions

Description Statistic

No. of unique sentences 29 935
Mean no. of tokens in sentences 26.9 (± 11.4 SD)
Mean no. of unique gene mentions per
sentence

1.5 (± 1.1 SD)

Mean no. of unique antibiotic mentions per
sentence

1.4 (± 1.0 SD)

Figure 4. Top five gene identifiers and antibiotic combinations found in
sentences.

additional 20 349 (34%) abstracts contained gene and antibi-
otic mentions without ever occurring in the same sentences.
Table 4 below gives a summary of the abstracts obtained with
associated statistics.

After segmenting the abstracts into different sentences, a
total of 29 935 unique sentences were obtained that contained
both gene and antibiotic mentions. On average, these sen-
tences had more than one unique gene and antibiotic mention
(see Table 5).

Several sentences contained combinations of the same
genes and antibiotics. These represented well-studied genes
that are known to cause antibiotic resistance. Figure 4 illus-
trates the top five gene identifiers and antibiotic combinations
found in these sentences, all of which are known to be true
relations of genes that cause resistance to the specified antibi-
otics in CARD. This is no surprise since genes and antibi-
otics which co-occur multiple times in different sentences
and publications would be expected to have some sort of
relation.

All possible combinations of gene and antibiotic men-
tions found in the different sentences were all candidate
relations. Each sentence could have multiple candidate rela-
tions depending on the number of possible combinations of
gene and antibiotic entities present. The example below was

Table 6. Summary of candidate relations obtained from sentences con-
taining both gene and antibiotic entities

Metric Score

Precision 0.87
Recall 0.63
F1-score 0.73

Table 7. Evaluation of the rule-base method used for generating the silver
standard corpus using the holdout dataset

Description Statistic

No. of candidate relations 81 889
No. of unique candidate relations 11 625
No. of candidate relations related to H. pylori
genes

4976

No. of unique candidate relations related to H.
pylori genes

1434

obtained from PubTator and illustrates a sentence having two
candidate relations which in this case were positive relations.

PMID: 32335280
Sentence: OBJECTIVES: This study aimed at identifying and
characterizing oxazolidinone resistance genes cfr and optrA in
Enterococcus isolates.
Entities: (crf—Gene), (optrA—Gene), (oxazolidinone—Antibiotic)
Candidate relations: <crf, oxazolidinone>, < optrA, oxazolidi-
none >

A total of 81 889 candidate relations were obtained from
all sentences, out of which 4976 were identified as being
related to H. pylori. Table 6 contains summary statistics for
the extracted candidate relations.

The quality of the silver standard corpus was evalu-
ated using the manually annotated holdout dataset (refer to
Table 7). A degree of false-positives was expected to be found
since this dataset was automatically generated, but the cost
of introducing false-positives was balanced by the huge ben-
efit of achieving a larger dataset that would not have been
possible by manual annotation, since the process is very time-
consuming and labour-intensive. The silver standard corpus
contained only already known relations that are found in
KBs. The supervised models developed improved upon this by
learning patterns from examples in the silver standard corpus
that were applied to detect novel relations that are currently
not present in the KBs used to generate the silver standard
corpus.

KB
Known gene-antibiotic relations (facts) were obtained from
the CARD and UniProt KBs. These amounted to 42 380
unique facts when considering all gene identifiers and antibi-
otic names, and 2455 unique facts when considering Gene
UniRef50 IDs and antibiotic groups (refer to Table 8).

Model evaluations
Table 9 shows the evaluation metrics for the different deep-
learning models trained on the different training datasets.
The single-instance models (BIOBERT and PCNN) were eval-
uated on bag-level predictions to be directly comparable
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Table 8. Summary of knowledge bases composition of genes, antibiotics
and associated facts

Description Statistic

No. of unique facts (gene identifier and
antibiotic name)

42 380

No. of unique facts (gene UniRef50 ID and
antibiotic group)

2455

Gene identifiers
‘No. of unique gene identifiers’ 35 905
‘Mean no. of associated antibiotics with

each gene identifier’
1.2 (± 0.5 SD)

‘Mean no. of associated antibiotic groups
with each gene identifier’

1.1 (± 0.4 SD)

UniRef50 Clusters
‘No. of unique UniRef50 Clusters’ 2147
‘Mean no. of associated antibiotics with

each Uniref50 Clusters’
1.6 (± 1.2 SD)

‘Mean no. of associated antibiotic groups
with each Uniref50’ ‘Clusters’

1.1 (± 0.6 SD)

Antibiotics
‘No. of unique antibiotics’ 121
‘No. of unique Antibiotic groups’ 35

to the multi-instance models. Overall, the BIOBERT mod-
els achieved the highest F1-scores for all datasets except
for the model trained on the SINGLE dataset, where the
BAG_BIOBERT model achieved a slightly higher F1-score
than the other models trained on the same dataset. The
rest of the models trained on the SINGLE dataset failed to
achieve a meaningful decision boundary and simply classified
all examples as ‘relation’, achieving the equivalent F1-score of
a co-occurrencemodel. BERT-basedmodels are well known to
achieve SOTA performance in various tasks and are also seen
to perform generally better than PCNN based models for this
task. The multi-instance models achieved slightly higher pre-
cision scores than the single-instance models, which in turn
achieved higher recall scores. Moreover, the single-instance
models performed better than the multi-instance models in
all cases (when excluding the models trained on the SINGLE
dataset). The best performing multi-instance model was the
BAG_BIOBERT model trained on the SINGLE dataset with
an F1-score of 0.68. The BIOBERT model trained on the
MULTI dataset achieved the highest F1-score of 0.74 which
was 0.01 points higher than that of the same model trained
on the FULL dataset and was the best performing model
overall having achieved 0.09 points higher than the baseline
co-occurrence model.

Prediction of H. pylori genes associated with
antibiotic resistance
To further validate the pipeline, we applied it to extract
gene-antibiotic relations for H. pylori. From the 4976 candi-
date relations, 3369 were predicted to contain true relations
(67.7%). All these candidate relations were not present in
the KBs used at the time of writing. The number of unique
gene-antibiotic relations amounted to 956 out of which 750
(78.5%) were not found in sentences obtained from abstracts
of publications studying H. pylori, suggesting that these
relations have not been directly studied in association with
H. pylori. However, this was still limited by mentions in
the abstracts and does not exclude the possibility of these

Table 9. Holdout dataset metrics of all models tested on different datasets

Dataset and
model used for
training Precision Recall F1-score

Co-occurrence
(bag level)

0.48 1.00 0.65

FULL
BAG_BIOBERT 0.62 0.55 0.58
BAG_PCNN 0.65 0.56 0.60
BIOBERT 0.59 0.95 0.73
PCNN 0.55 0.98 0.70
MULTI
BAG_BIOBERT 0.61 0.62 0.62
BAG_PCNN 0.62 0.63 0.63
BIOBERT 0.60 0.95 0.74
PCNN 0.56 0.97 0.71
MULTI_LIMITED
BAG_BIOBERT 0.65 0.66 0.66
BAG_PCNN 0.61 0.66 0.63
BIOBERT 0.56 0.94 0.70
PCNN 0.52 0.99 0.68
SINGLE
BAG_BIOBERT 0.55 0.88 0.68
BAG_PCNN 0.48 1.00 0.65
BIOBERT 0.48 1.00 0.65
PCNN 0.48 1.00 0.65

relations being mentioned in the main body of other publi-
cations studying H. pylori.

Most relations obtained were associated with beta-lactam
antibiotics, followed by peptide and aminoglycoside antibi-
otics (see Figure 5). The relations that were not extracted
from studies involving H. pylori were mostly obtained from
those studyingEscherichia coli—a highly researched organism
that is used for a multitude of different experiments, including
antibiotic resistance experimentation (see Figure 6).

The predicted relations can be represented as a network
graph (see Figure 7). In such a graph the nodes represent
genes and antibiotic groups. An edge between the two repre-
sents a predicted antibiotic resistance relation. The antibiotic
groups had several different edges connecting them to indi-
vidual genes. In turn, each gene could be connected to several
different antibiotics groups if it confers resistance to multi-
ple antibiotic groups. The average degree of edges connected
to the antibiotic group nodes was found to be 24.2 with the
highest degree of 151 achieve by the beta-lactam antibiotic
node and the lowest of 1 by the pleuromutilin and the pro-
thionamide antibiotic groups. For individual antibiotic group
subgraphs refer to Supplementary Appendix B.

Negations
Associations between genes and antibiotic resistance occurred
either as absence of genes that cause resistance (associa-
tion via absence) or presence of genes that cause resistance
(association via presence). In either case, an association is
present. Frommanual reviewing of sentences, whenever nega-
tion occurred, it was used to indicate cases of association
via absence or complete lack of an association. Using the
python package negspaCy v.1.0.0 we obtained estimates for
the prevalence of negations in the training dataset as being
7.6% and 5.0% for positive (relation) and negative (NA)
samples respectively and in the case of the prediction dataset
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Figure 5. Number of predicted gene-antibiotic resistance associations linked to H. pylori for the top 10 antibiotic groups.

Figure 6. Top 10 bacterial species which were the main organism understudy in publications mentioning genes linked to H. pylori.

as being 9.7% and 8.2% for positive (relation) and nega-
tive (NA) samples respectively. Thus, the negation prevalence
estimates in both the training and predictions were low. In
the case of the predictions, certain negated sentences were
incorrectly predicted as having an association such as:

PMID: 16953176
Prediction: relation
Text: ‘… we discovered no relationships between iceA geno-
types and functional dyspepsia or duodenal ulcer, nor between
clarithromycin resistance and iceA genotypes.’

However, other negation sentences were also correctly
predicted as having no relation:

PMID: 28328947
Prediction: no relation (NA)
Text: ‘Although it was not resistant to ciprofloxacin, the kdsD
mutant shared many phenotypic characteristics with the CipR
mutant…’

Moreover, cases of negation expressing association via
absence were correctly predicted:

PMID: 28533243
Prediction: relation
Text: ‘Synergistic effects were observed in strains harboring no
ramR gene and a mutated tet(A), with an 8-fold increase in the
tigecycline MIC…’

Analysis of results
While RE has been studied for various biomedical tasks it
has not been investigated in the field of antibiotic resistance
research. Instead, several studies take a different approach by
utilizing gene/protein sequence data obtained from genomic
sequencing, with more recent approaches employing machine
learning and deep learning to predict similar genes that have
the same antibiotic resistance phenotype (37). RE of gene-
antibiotic resistance relations has unique challenges. First and
foremost, there is a lack of gold standard corpora of annotated
datasets that can be used to train and evaluated high-quality
models. In this study this problem was tackled using distant
supervision which produced an automatically labelled silver
standard corpus dataset. Fortunately, there are a few KBs
that contain gene-antibiotic relations that can be used for such
purpose. However, distant supervision introduces noise in the
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