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A B S T R A C T   

Gait recognition provides the opportunity to identify different walking styles of people without physical inter
vention. However, covariates such as changing clothes and carrying conditions may influence recognition ac
curacy. Our objective was to identify the walking patterns of people for different covariates through analyzing 
images from publicly available data set CASIA-B on gait. On the dataset, the proposed method was evaluated by 
using GEI (gait energy image) as inputs for normal walking, changing clothes, and carrying conditions in a multi- 
view environment. A support vector machine (SVM) and a histogram of oriented gradients (HOG) were applied 
to classify images of the human gait in order to meet the objectives. Observations show that, under consideration 
of the mean of the individual accuracies, the accuracy of recognition is in the following order: clothing > normal 
walk > carrying at a 90◦ angle. Measurement accuracy of 87.9% was achieved for the coat-wearing people and 
measurement accuracy of 83.33% was achieved for all the mentioned covariates. The accuracy of the clothing 
covariate stated as 87.9% is a useful for people especially for different season like winter.   

1. Introduction 

Human gait recognition system identifies individuals based on their 
biometric traits. A human’s biometric features can be grouped into 
physiologic or behavioral traits. Biometric traits, such as the face [1], 
ears [2], iris [3], finger prints, passwords, and tokens, require highly 
accurate recognition and a well-controlled human interaction to be 
effective. In contrast, behavioral traits such as voice, signature, and gait 
do not require any human interaction and can be collected in a hidden 
and non-invasive mode with a camera system at a low resolution. In 
comparison with other physiological traits, one of the main advantages 
of gait analysis is the collection of data from a certain distance. How
ever, gait is less powerful than physiological traits, yet it still has 
widespread application in surveillance for unfavorable situations. From 
traditional algorithms to deep learning models, a gait survey provides a 
detailed history of gait recognition. Traits related to deep gait can be 

classified into static and dynamic categories. It is helpful to provide 
inspiration to deep gait datasets and performance analysis [4]. An 
existing video of a person was used to extract silhouette data for 
re-identification. The generated dataset was used to compare gait 
recognition and person re-identification in real-life scenarios [5]. 

A gait analysis can be challenging due to varying factors like 
changing clothes, carrying conditions, walking surfaces, shoes, disabil
ities, injuries, and different viewpoints. The appearance changes in a 
person’s walk might be the most influencing factor that may be caused 
by changing clothes. Gait, the behavioral biometric, is less robust than 
physiological biometrics such as fingerprint, iris, and face. 

Gait in fact defines a person’s walking pattern, which is unique when 
compared with other behavioral traits, such as speech. In response to 
variances, such as the view angle, carrying, changing clothes, and illu
mination, gait characteristics are likely to change substantially. Some 
earlier work describes how to model the human body & how to capture 
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differences in movement patterns between subjects to improve stability 
of the extracted features [6–8]. 

With the help of a DSLR camera, strain measurements were carried 
out using the Ncorr 2D MATLAB program for structural element plots. 
Comparisons were made between the results obtained from conven
tional measuring devices and digital image correlations. It is helpful to 
classify images using stereo vision imaging and digital image correlation 
techniques [9,10]. 

Many researchers around the world have contributed to the recog
nition of the human gait cycle by using publicly available datasets. Some 
of the famous publicly available datasets for recognizing the human gait 
cycle include CASIA-B, USF, OU-ISIR, and HuGaID, etc. Moghaddam 
et al. did a survey on human gait recognition methods on the basis of 
walking styles exploring a bunch of publicly available datasets, test 
protocols, state-of-the-art solutions, future directions and challenges. 
The authors presented a novel taxonomy with four different dimensions 
stated as temporal representation, body representation, feature repre
sentation & neural architecture. They presented the mostly used datasets 
and the results achieved using different deep learning approaches [11]. 
By adding a noise map layer and an adaptive resize layer, this paper [12] 
presents a robust CNN technique for classifying noisy images without 
preprocessing. A faster training process and better classification per
formance were achieved with the model. The authors in Ref. [13] dis
cussed different deep learning models for human gait recognition. They 
also explained the prominent techniques used for gait recognition 
including ANN (use is 58.62%) and CNN (use is 26.315). Another 
research showed robust models developed using GPUs for gait recog
nition. The models discussed the promising recognition rate tested on 
50, 75, 100, and 124 classes of CASIA-B dataset [14]. There is an issue of 
privacy and human rights when people use smartphone applications to 
trace people. The purpose of this paper [15] was to assess the suitability 
in terms of impact on users, employed technology, and governance 
methods. This techniques is also useful to trace and recognize the 
people. 

In spite of a variety of datasets available to the authors, the CASIA-B 
dataset was chosen to ensure precise results. The dataset is of nominal 
size and variety of view angles the authors used to provide raw data on 
different poses & styles of human walking. A support vector machine- 
based state-of-the-art machine learning algorithm is used in this work 
to recognize different walking styles of people based on images con
tained in the CASIA-B gait dataset. In a proposed motion excitation 
module in Ref. [16], human body parts are selected as the focus of 
spatiotemporal features. In a dynamic environment, this model learns 
information between frames and intervals. Testing the model on the 
CASIA-B dataset yields optimized results. 

Kumar et al. developed a gait recognition method based on GEI and 
LBP techniques for extracting features from gait representations. In this 
analysis, the local binary operator was used to extract the features from 
the entire GEI as well as the region bound by the legs. This procedure 
was applied to covariate factors of the gait such as changing clothes, 
carrying a bag, and normal walking in different normal patterns [17]. 
The GEI is a Spatio-temporal representation of gait images, which is 
calculated by averaging silhouettes over one complete gait cycle. 
Several contemporary studies have already used this sort of represen
tation [18,19]. 

The proposed method for view-invariant gait recognition uses sub- 
space learning. Various prototypes with different views were obtained 
through JSL. Then they represented each sample in the gallery setting as 
well as the probe set received from the different views as a linear 
combination of the prototypes in the respective views, and extracted 
coefficients to represent the features. After that, they used the nearest 
neighbor rule to perform recognition. By using this method, they were 
able to achieve a significantly high recognition rate. The correct 
recognition rate was enhanced from (25.5% ~ 35.5%) in view of 18 & 
from (68.5% ~ 81.5%) in view of 54 respectively [20]. 

Another work proposed a 3D convolution deep neural network for 

human identification with multiple gait views. This research was con
ducted in two stages. During the first stage, training & testing of the 
viewpoint angle identification were conducted on images received from 
the sensor model. As part of the second stage, personal identification 
was performed according to the given viewpoint of angle. According to 
the results, they performed better than the state-of-the-art models in “7” 
out of “11” viewpoint angles [21]. 

Cheheb et al. investigated the use of autoencoders to recognize 
persons based on their gait. An architecture was proposed that models 
gait sequences by using gait energy images. When both testing and 
training samples were taken under normal conditions, both test and 
training results were 98.81% accurate. Subjects who carried a bag 
exhibited an accuracy of 75.72%, while those wearing different clothes 
showed an accuracy of 65.44% [22]. 

Min et al. proposed a convolutional neural network to learn features. 
They presented a simple “10” layer CNN architecture with gait energy 
images at the input. They had utilized Rectified Linear Unit (ReLU), 
Parametric Rectified Linear Unit (PReLU) & Leaky Rectified Linear Unit 
(LeakyReLU), and the same CNN architecture to activate the functions. 
Results showed proposed method achieved the recognition rate of 
98.8% accuracy in less training time [23]. 

Isaac et al. proposed the use of posterior probability of a Bayes’ 
classifier instead of Euclidean distance as a threshold for marking a 
boundary between legitimate subject and the impostor. The results 
showed the presented method performed better than the state-of-the-art 
models on the basis of Euclidean & cosine distance based thresholds 
when given the same features set as well as test conditions [24]. 

Table 1 shows the summary of different methods applied for the 
human gait recognition on CASIA-B datasets. 

A histogram of gradient feature vector is used to develop a support 
vector machine based classifier for gait analysis [35]. We chose gait 
energy image (GEI) as input of the system with covariates such as 
normal walking, changing clothes, and carrying conditions. Due to its 
proven effectiveness, the GEI is the most commonly used method to 
extract the relevant feature descriptors of the human gait. GEI is 
dependent on Silhouettes which are extracted from gait images. As 
shown through a novel sketch in Fig. 1 the images were preprocessed to 
extract the relevant features, and then the SVM classifier was trained 
and validated. The output class labels are then tested to ensure they are 
assigned correctly. In order to calculate the classifier’s accuracy, 
correctly classified images are compared with all images in the dataset. 
The accuracy of our proposed method was mainly determined by the 
quality of features extracted from images of the dataset. 

Our original work contributes where wearing seasonal clothes 
significantly affects the recognition rate and is challenging for the 
research community. Therefore, the prime focus of authors’ contribu
tion in this work is to improve the accuracy for the factor of clothing in 
their machine learning model. 

Table 1 
Comparison of CASIA-B dataset for human gait recognition.  

[#] Mode Method CCR 

[26] Invariant gait features Two stream GAN 63.10% 
[31] Gait identification CNN and optical flow 64.10% 
[25] Gait biometrics KNN with K = 5 73.60% 
[29] Flexible gait recognition Convolution neural 

network 
74.00% 

[32] Pose-based gait recognition CNN 74.90% 
[28] Loss computation for gait 

recognition 
Centre-Ranked Loss 75.03% 

[27] Effectiveness of gait features’ 
selection 

Hill climber algorithm 76.77% 

[33] Disentangled based recognition LSTM 79.90% 
[30] Motion based gait recognition Optical flow estimation 81.00% 
[34] Disentangled based recognition LSTM 81.20%  
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2. Materials and methods 

The following section describes materials and methods used for gait 
recognition. For rigorous analysis, we selected a publicly available 
dataset called CASIA-B in order to determine the different walking styles 
of humans. It offers the marker free vision based gait acquisition 
equipped with the camera system. Vision based systems facilitates with 
the images for direct feature extraction. They are capable to provide 
robust features more feasible to tackle the real-time situations. In order 
to determine the accuracy and robustness of our proposed method, we 
conducted several experiments on the CASIA-B gait dataset. The method 
works well on gait images included in the dataset. A sample image is 
shown in Fig. 2 presenting subjects at different angles and gives an 
overview of the type and style of images [36]. 

Among the most commonly used datasets, CASIA-B includes images 
of gaits that can be used for gait recognition. A total of “124′′ people 
walk along the straight lines against different camera angles at angles 
ranging from 0◦, 18◦, 36◦, …,180◦. The total number of view angles is 11 
with a resolution of 18◦. Different physical scenarios, such as a normal 
walk, a walk while wearing a coat, and carrying a bag all pose challenges 
for gait recognition. We have three different covariates: cov-nm 
(walking normally), cov-cl (wearing coat while walking), and cov-bg 
(carrying a bag while walking). As a whole, each subject moved in 
“10′′ sequences. The word sequence refers to the iteration for a walking 
person. Sequences were subdivided into cov-nm with “06′′ sequences, 
cov-cl with “02′′ sequences, and cov-bg with “02′′ sequences. Each and 
every sequence was captured at all considered view angles. Therefore, 
this dataset contains 124 × 10 × 11 = 13640 gait sequences. 

Fig. 1. This figure shows a novel depiction of the concept to take images from dataset (camera). The images are then converted to Silhouette and SVM classifier is 
applied to GEI to classify the correct images. 

Fig. 2. Sample image of CASIA-B dataset having all the images at 11 different angles.  
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For ​ Cov − nm : 124x11x06= 8184 (1)  

For ​ Cov − bg : 124x11x02= 2728 (2)  

For ​ Cov − cl : 124x11x02= 2728 (3) 

Adding the equations (1)–(3) give a total of 13,640 images. In order 
to accomplish our desired result, we need to understand CASIA-B in 
terms of the number of subjects, viewing angles, and covariates. 

We developed Table 2 to represent the pictorial view after under
standing it from the developers. The number 1 to 6 represents the 
normal walk, the number 7 to 8 represents the carrying conditions, and 
the number 9 to 10 represents changing clothes. In the first row, “S" 
represents the total sequences against the covariates, while the second 
row, “A" shows all the view angles of camera system [36]. 

The position of the camera is fixed whereas the persons are moving. 
The perpendicular direction of the person during walking was taken into 
consideration in this work. The support vector machine (SVM) is pro
posed to classify different images based on view angle under different 
conditions. An analysis of covariate factors has been conducted in order 
to extract features. In the next section, we present brief information 
about the programming step by step starting with input as GEI (gait 
energy images) and progressing through feature extraction to the final 
step, gait recognition. An optimized algorithm was developed to ensure 
a reliable detection rate. Python was used to write the code of the 
recognition system. 

In this section, the algorithm for the overall recognition system is 
presented in Table 3. A set of gait images representing normal walking, 
walking with changed clothes, and walking with carrying bags with all 
sequences were used as an input for the code. It shows different angles of 
the subject under different conditions. Each image of a different pose of 
the subject is repeated from step#3 of preprocessing to step#7 of testing. 
In preprocessing, training, validation, and testing data are split based on 
random samples without replacement. 

A feature extraction procedure is then carried out using the histo
gram of oriented gradients, commonly referred to as HOG. The proposed 

SVM classifiers are trained in the training phase. In the validation phase, 
training is further refined for better performance. A validated SVM 
model was applied during the testing phase to perform classification. 
Afterward, the correctly predicted images were evaluated and counted 
in order to calculate the accuracy. 

A diagram of the proposed method is shown in Fig. 3, which is 
divided into five main phases: (1) pre-processing; (2) feature extraction; 
(3) training; (4) validation; and (5) labeling. 

In order to achieve recognition results, it is vital to remember the 
input to the system, which is a gait energy image (GEI) representation. 
From the dataset, low-resolution images showing the normal walk, 
carrying bag, and changing clothes can be received as GEIs. The flow
chart in Fig. 3 presents the steps from input to the final output of the 
research work, describing the overall methodology. Extracted features 
are stored in the database for comparison. 

The GEIs are pre-processed in a way that performs random sampling 
without replacing the images. Then, feature extraction is performed 
using the histogram of oriented gradients. We select the relevant fea
tures for classification after feature extraction. During the training phase 
of the support vector machine (SVM) model, the incoming gait images 
were recognized. In the validation phase, the trained model was further 
trained to perform precise image recognition by fine tuning its 

Table 2 
Description of covariates and view angles.   

# 
1 2 3 4 5 6 7 8 9 10 11  

nm nm nm nm nm nm bg bg Cl cl – 
S 01 02 03 04 05 06 01 02 01 02 – 
A 0◦ 18◦ 36◦ 54◦ 72◦ 90◦ 108◦ 126◦ 144◦ 162◦ 180◦

Table 3 
Description of the custom-algorithm for classification. 

Fig. 3. Design of the algorithm for the gait recognition.  
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parameters. In the final testing phase the gait images are classified for 
their labels for different categories of the covariates. 

In terms of functionality, the method proves to be effective for 
human gait recognition. Matovski et al. [37] demonstrated that the 
factor of changing clothes significantly affects the performance of gait 
recognition. Hence, improving gait recognition requires eliminating the 
recognition issues caused by cloth variations. GEI is an easy-to-represent 
and easy-to-calculate feature representation method that stands out 
among the available methods. It is the best compromise between 
computational cost & recognition performance [38]. 

3. Results and discussion 

It is a common observation of practical life that people wear different 
clothes in summer and winter depending on the weather. Especially in 
the winter, it is imperative that humans wear a coat or jacket. Because of 
the styles and different colors of clothes in different seasons, it signifi
cantly affects the recognition rate and challenging for the research 
community. Therefore, we conducted the experiments at an abruptly 
changed angle of 90◦ between the camera axis and the walking subject 
especially for covariate factor for clothing. The effects of differences 
were observed in the body composition caused by normal walking, 
changing clothes, and carrying conditions. We focused all the images of 
the dataset to compute the accurate recognition rate at our level best. 
Here is the brief information about the images. 

Fig. 3 illustrates the three prime scenarios for the images captured 
and stored in the dataset. It is evident from Fig. 4 that the person during 
the normal walk on the leftmost, the person wearing the coat in the 
middle, and the person while carrying the bag on the rightmost side. It is 
one of the images which are available in the CASIA-B dataset and is 
shown here to illustrate the changing environmental conditions. 

It is famous for generating greyscale images from normalized images 
and is subject to very few errors. In order to recognize gait, the cova
riates must be present. As a result of different walking conditions in front 
of the camera system, the covariates differ from one another [39]. 

Results obtained for the custom method are shown in Fig. 5 for the 
different covariates. It shows the accuracy of recognition is in the 
ascending order as: clothing > normal walk > carrying at a 90◦ angle. A 
measurement accuracy of 87.9% was achieved for the coat-wearing 
people and an overall measurement accuracy of 83.33% was achieved 
for the mentioned covariates. Both the accuracies are labelled as 
“Highest” in Fig. 5 clearly showing that our method applied proved best 
for the people wearing coats and also leads to an overall highest 
accuracy. 

In Table 4, the classification rates for three covariate factors are 
compared using various state-of-the-art classification algorithms of 
machine learning. According to the 4th column, the rate of correctly 
classifying while carrying bag is lower than the conditions for normal 
walk and changing clothes. Table 4 shows that we were able to achieve 
very good results compared with various classical methods for the 
people wearing coats. 

Our HOG based SVM classifier with a comparison of classification 
accuracies has been shown in Fig. 6. The graph shows the accuracies 
with normal, wearing a coat, and carrying bag. The mean of all three 
accuracies is also shown to observe the overall performance of the 
classifiers applied. 

It shows the accuracies at the right most with different bars showing 
the highest accuracy of recognition of the proposed method for humans 
wearing different clothes. The analysis however, shows the lowest 
recognition rate for the normal walk but meanwhile the highest recog
nition rate while wearing different clothes as well as the highest overall 
accuracy. 

The majority of classifiers show a good recognition rate during the 
normal walk, however they show a lower recognition rate during the 
activities of changing clothes and carrying bags. Some of the classifiers 
were reached a good overall recognition rate with a good recognition 
rate for a normal walk and with carrying bags, but recognition less rate 
for changing clothes. Our feature selection approach considers condi
tions while wearing the different clothes as observed in images of the 
persons when recognizing the gait. 

This work should be made useful by making the algorithms as time 

Fig. 4. Sample image of CASIA-B dataset at 90◦ view.  

Fig. 5. It shows the individual and overall classification rates for the covariates 
considered. The label “Highest” shows the prominent comparable accuracies. 

Table 4 
Algorithms and correct classification rate at 90◦.  

[#] Classifier Cov-nm Cov-bg Cov-cl Mean 

[40] SVM 94.50 60.90 58.50 71.30 
[41] SR 99.00 79.00 60.00 79.30 
[42] WA 93.60 81.70 68.80 81.40 
[43] KNN 85.36 79.90 74.74 80.00 
[44] RTN 89.00 72.00 52.00 71.00 
[45] CNN 90.50 69.20 61.00 73.60 
[46] CNN 97.58 70.16 56.45 74.73 
[47] ACDA 100.0 78.30 44.40 74.20 
[48] EnDFT 97.61 83.87 51.61 77.69 
[49] LFFR 91.90 80.30 72.30 81.50  

Our method 82.30 79.80 87.90 83.33  
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efficient as possible for prosthetic wearers. When it is capable to over
come the early and late stances of the human gait cycle, it will avoid the 
deviations in the gait [50]. In real-time scenarios, it may be possible to 
determine the different phases of the human gait cycle based on the 
methodology implemented for the dataset. We may calculate the mean 
normalized curves for human walking in dynamic equilibrium equipped 
with a sensing unit. The idea described in Ref. [51] successfully 
computed the forces and acceleration for the computation of dynamic 
equilibrium. 

4. Abbreviations and acronyms 

Abbreviations and acronyms used throughout this manuscript are 
summarized in Table 5. These are defined in the manuscript where 
appeared first time. 

5. Conclusions and suggestions 

It is still challenging to recognize gaits in real-time environments if 
the conditions are ever-changing. However, machine learning ap
proaches are enabling researchers in recognizing gaits more efficiently. 
In this work, we have presented a system for recognizing the human gait 
using the support vector machine and a histogram of oriented gradients. 

A good recognition rate is achieved with the proposed method based on 
experimental results. Specifically, the method proved to be robust to 
variations such as changing clothes’ conditions. 

People wear seasonal clothes in summer and winter and in the 
winter, it is imperative that humans wear a coat or jacket. It significantly 
affects the recognition rate and is challenging for the research commu
nity. Therefore, we conducted the experiments at an abruptly changed 
angle of 90◦ between the camera axis and the walking subject. The prime 
focus of authors in this work is the factor of clothing in their machine 
learning model. Observations depict that the recognition rate after 
considering the overall mean of the individual accuracies is in the 
descending order as clothing > normal walk > carrying. Accuracies for 
wearing the coat, normal walk, and carrying a bag are found to be 
87.90%, 82.30%, and 79.80% respectively. The overall accuracy ach
ieved through the proposed method is 83.33%. In future work may 
include for the benefits of researchers and clinicians by identifying the 
swing and stance phases for the complete gait cycle, which will be useful 
for identifying the human gait. It is recommended to co-relate this work 
with lower limb prostheses, so that the dataset may be useful for pros
thetic community. 
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12 LFFR Local Features Flow Regulation 
13. RTN Resistive Triplet Network 
14. LSTM Long short term memory 
15. SC Semantic Classification 
16. SR Sparse Representation 
17. SVM Support Vector Machine 
18. WA Wrapper Algorithm  
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