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Investigating How Speech And Animation Realism Influence
The Perceived Personality Of Virtual Characters And Agents
Sean Thomas*

Technological University Dublin
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Rachel McDonnell‡

Trinity College Dublin
Cathy Ennis§

Technological University Dublin

Figure 1: Examples from our stimuli featuring combined voice, motion and appearance modalities through each of our characters.
From left to right illustrates Females 1-3 followed by Males 1-3.

ABSTRACT

The portrayed personality of virtual characters and agents is un-
derstood to influence how we perceive and engage with digital
applications. Understanding how the features of speech and ani-
mation drive portrayed personality allows us to intentionally design
characters to be more personalized and engaging. In this study, we
use performance capture data of unscripted conversations from a
variety of actors to explore the perceptual outcomes associated with
the modalities of speech and motion. Specifically, we contrast full
performance-driven characters to those portrayed by generated ges-
tures and synthesized speech, analysing how the features of each
influence portrayed personality according to the Big Five personality
traits. We find that processing speech and motion can have mixed
effects on such traits, with our results highlighting motion as the
dominant modality for portraying extraversion and speech as domi-
nant for communicating agreeableness and emotional stability. Our
results can support the Extended Reality (XR) community in devel-
opment of virtual characters, social agents and 3D User Interface
(3DUI) agents portraying a range of targeted personalities.

Index Terms: Embodied agents, virtual humans and (self-)avatars—
Perception and cognition——

1 INTRODUCTION

Virtual characters and agents digitally represent humans in a variety
of contexts, such as in computer games and motion pictures, as
virtual tutors [44], streamers [59], medical practitioners [8], and 3D
virtual assistants1. These characters are important for standalone and
interconnected (“metaverse”) 3D virtual worlds [16], which in addi-
tion to entertainment, are expected to accommodate future virtual
currencies, businesses, jobs, laws and properties [6]. As these plat-
forms flourish, it is important for Extended Reality (XR) innovators
to understand how personality portrayal may be impacted by verbal

*e-mail: sean.a.thomas@mytudublin.ie
†e-mail: yferstl@tcd.ie
‡e-mail: ramcdonn@tcd.ie
§e-mail: cathy.ennis@tudublin.ie

1https://www.soulmachines.com/

and nonverbal features, as this could unintentionally dampen or ab-
stract the perceived personality of individuals represented by avatars
for embodied interactions in virtual environments - potentially mis-
representing them. Alternatively, users may be enabled to endow
their avatars with custom characteristics - whether reflective of their
own personality or not. Verbal [12, 35] and nonverbal [19, 48, 67]
cues of virtual agents can have notable impacts on how we per-
ceive them and understanding how modality fidelity impacts the
perceived agent personality can support the development of targeted
3DUI agent personalities, enhancing agent affability in educational,
medical or social XR applications.

Nonverbal communication as a means of expressing personality is
highly effective; facial expressions, body language and qualities of a
person’s voice can be used as reliable indicators of personality [27].
Impressions of some traits, such as extraversion, can be formed with
minimal short-term information [39], whereas other traits such as
openness and conscientiousness relate to longer or repeated expo-
sure [24]. Prior works demonstrate character personality expression
through modalities such as positioning [10], facial expressions [57],
gestures [47], voice [9], dialogue [57] and appearance [71]. Expec-
tations of virtual assistant personalities appear to align with a blend
of human-like and machine-like characteristics [51], resulting in a
broad spectrum of requirements for personality expression. In this
paper, we explore the impacts of verbal and nonverbal communi-
cation cues on the portrayed personality of virtual characters. We
explore how the modalities of speech and motion impact personality
portrayal for naturally conversing humans, and how personality is
retained or altered when the fidelity of these modalities is reduced.
Using datasets containing full-body motion capture and synchronous
voice recordings of unscripted conversations, we compare motion
capture and voice recordings to state-machine-like gesture anima-
tions with synthesized Text-to-Speech (TTS) audio, reflecting the
typical animation and voice shortcomings of embodied conversa-
tional agents (ECAs). We find differing impacts of modalities on the
Big Five personality traits [28], indicating that changes in modality
fidelity can have both heightening and dampening effects on person-
ality. We find that high motion fidelity is particularly important for
communicating extraversion, whereas lower fidelity may increase
perceived conscientiousness. We also find that agreeableness and
emotional stability rely heavily on the speech modality. Our results
offer insights that may assist in creating targeted personalities for
interactive agents. To the best of our knowledge, this is the first work
to explore how voice and motion degradations impact the portrayed

https://www.soulmachines.com/


personality of virtual characters and ECAs for unscripted conver-
sations. Furthermore, our stimuli feature actors and avatars with
a diverse range of accents and appearances - differing from many
works including only an individual character of a single sex.

2 RELATED WORK

Personality judgements are demonstrated to influence the trust, be-
haviour, and interactions that people share with virtual characters
and agents [3, 49, 69]. These judgements may be influenced by
characteristics such as appearance, body motion, facial motion, and
voice [68]. Previous work compares the varying levels of realism
between humanoid and robotic characters according to voice, mo-
tion and appearance [22], with research suggesting that increased
modalities improve an agent’s performance at portraying personal-
ity [57], indicating that adding more nonverbal features may directly
improve the accuracy of personality portrayal. Nonverbal features
such as body shape, attractiveness and posture contribute to our
interpretation of personalities [62] in addition to verbal features such
as vocalization patterns and prosody [62]. Prosody is particularly
important, as inadequate prosody can impact naturalness [18], in
turn influencing perceived personality. Isbister and Nass [26] ob-
serve that people prefer characters whose personalities compliment
their own during interaction. However, other work notes that people
did not show a greater rapport when interacting with agents most
matching their level of extraversion [7]. These dissimilar findings
suggest ambiguity in the understanding of how personality affects
our perception of characters and agents. The content of speech and
choice of wording is also a potential influence, as work suggests lan-
guage utterances may alter the perceived degree of extraversion [42].
Aylett et al. observe that for most traits, personality attributions to
synthetic voices are “not an assessment of naturalness” [4], suggest-
ing that personality from speech is less related to authenticity and
more related to the speaker’s distinct characteristics. Pan et al. [49]
found different behavioural responses to contrasting character per-
sonalities, even when verbal content is identical.

An important consideration is the first impression formed upon
initial encounters with an agent. Impressions of agents attributed to
facial features, proximity and gaze may form within the first 12.5
seconds of interaction [10]. Additionally, people may infer prompt
judgements from brief exposure to faces [64], recognize emotion
rapidly and effectively through voice [40] and consistently perceive
personality through brief one-word utterances [43]. This poses the
question of which verbal and nonverbal features most contribute to
our initial impressions of personality.

Pennebaker and King [50] suggest that linguistic styles meaning-
fully contribute to personality, and that both positive and negative
correlations exist between emotional words and unique personality
traits, indicating that a person’s choice of wording may contribute
to personality judgements. Understanding the linguistic style of the
text used to generate nonverbal behaviours may enable better imple-
mentations of personality-driven animations. The analysis and anno-
tation of text [29, 30, 37] and the use of markup languages [15, 60]
are widely explored for nonverbal behaviour generation. Physical
appearance is another notable factor, with work showing impressions
manifesting from both static (e.g. healthy, distinctive) and dynamic
(e.g. smiling, energetic stance) appearance cues [46], aligning with
other personality-related work observing perceptual implications for
virtual characters with a non-healthy (“ill”) appearance [71].

Previous work has employed Laban Movement Analysis (LMA)
for creating personality-driven character or agent behaviours. Chi et
al. created a 3D character animation system, EMOTE, that generates
synthetic gestures according to the Effort and Shape qualities of
LMA [11]. Durupinar et al. [17] map low-level motion parame-
ters to LMA parameters to the Big Five personality traits, enabling
personality-driven expressive motion synthesis. They found that
injecting personality can create more powerful expression, but at

Table 1: Reference to the implemented performance capture dataset
recordings. This includes the Talking With Hands [36] and Trinity
Speech-Gesture 2 datasets [21].

Actor Dataset Session Take(s)
Female 1 Talking With Hands Session 32 7, 12
Female 2 Talking With Hands Session 21 4
Female 3 Talking With Hands Session 29 6, 7
Male 1 Talking With Hands Session 23 11
Male 2 Trinity Speech Gesture 2 Session 1 7
Male 3 Talking With Hands Session 24 18

the cost of animations appearing cartoonish. Smith and Neff [56]
investigated how modifying gesture motion affects perceived per-
sonality, finding that perceptions of personality could be modelled
through two rather than impacting five dimensions, “plasticity” and

“stability”. They found perceptions of extraversion and openness
to be captured by plasticity, and agreeableness, conscientiousness
and emotional stability by stability. Other work suggests that an
interplay between personality and various factors (motivation, emo-
tion and mood) may facilitate better interactions between humans
and agents [55]. Agents participating in non-scripted conversations
will require complex solutions to accommodate such interplaying
factors in real-time. This is a challenging process, as agents must
simultaneously interpret and react to conversational partners whilst
responding plausibly via their output modalities.

Literature indicates that perceptual judgements are brief but
accurate [43, 64], and that both verbal [45, 52] and nonverbal [5, 27]
features make significant contributions to our impressions of others’
personalities - particularly when such features are presented in
combination. In this work, we contrast and examine the influence of
motion and speech realism on personality. We explore how realism
impacts perceptual outcomes for virtual characters and agents
according to each Big Five personality trait; [28] (i) extraversion,
(ii) agreeableness, (iii) conscientiousness, (iv) emotional stability
and (v) openness to experience. Related work has explored the
effects of modalities according to their individual and combined
influence for scenario-specific interactions [57]. Similar our work is
that of Koppensteiner et al. [32] who investigated personality based
on full and reduced channels using videos of politicians’ speeches,
finding that vocal information dominated impression formation
throughout all conditions - possibly related to politicians speaking
in a more intentional, conscientious manner that is less natural
and interpersonal. In our paper, we also assess full and reduced
channels, but with an emphasis on modality fidelity in unscripted,
natural conversations to understand how personality portrayal is
altered by varying levels of motion and voice realism.

3 STIMULI CREATION

Our stimuli contain a set of informal conversational scenarios, in
which different characters represented by distinct avatars speak to
the viewer. Each character is created from the performance capture
of a unique actor. Below, we describe how data was obtained and
processed for our perceptual studies.

3.1 Data Selection

We obtained synchronized motion capture and audio data from the
Talking With Hands [36] and Trinity Speech-Gesture 2 [21] datasets.
We searched each dataset to identify segments that satisfied the fol-
lowing speech criteria: (i) the speaker is clear and intelligible, (ii)
the chosen speech segment surpasses 30 seconds, (iii) the audio
contains no significant microphone-leaking or interruptions from
non-primary speakers and (iv) the dialogue context is unaffected



by masked-out vocabulary. Next, we assessed the quality of mo-
tion capture data for these speech segments and noted all viable
recordings for our use case. We identified six speakers (3 female, 3
male) who best matched our criteria and cleaned the respective data.
Data cleaning consisted of applying a 4Hz Butterworth filter to each
motion capture file to reduce noise, normalizing the volume levels
between each audio recording, and removing any unwanted back-
ground noise. We transcribed each audio recording to written text
in preparation for our subsequent Text-to-Speech (TTS) conversion.
To maintain consistency between recordings, we masked idle hand
motion onto all of our stimuli. For replicability and to allow future
work to select personality-specific samples based on our results, our
chosen recordings from each dataset are referenced in Table 1.

3.2 Text-to-Speech
We passed our text transcriptions to Amazon Polly’s standard en-
gine2 to generate TTS audio for our characters, making use of the
standard engine in order to have access to a larger variety of syn-
thetic voices. Rather than generating TTS for non-native speakers of
English using the English output language, we adhered to Gluszek
and Dovidio’s suggestion that the inclusion of accents may “help
to develop a positive in-group identity” and “attenuate negative
effects of perceived discrimination” [23]. Using Amazon Polly’s ac-
cented language tags from their Speech Synthesis Markup Language
(SSML) documentation 3, we generated speech using non-English
voices (chosen to best match each actor) to produce English output,
resulting in accented English with pronunciation traits of the voices’
native languages. The resulting audio files for all speakers were
edited and aligned to match the key timings and co-speech gestures
of the original performance.

3.3 Robotic Motion
We sought to mimic the animation style resulting from a state-
machine-type animation method whereby segments of animation
are selected and inserted for each part of an agent’s performance.
We created animations that retained the original co-speech gesture
information of an actor’s performance, but removed all auxiliary
information such as body posture, head motion and between-gesture
motion. Specifically, we retained the motion-captured arm and hand
data of the stroke phase of each gesture [31] (motion signal auto-
matically annotated using the classifier of Ferstl et al. [20]) and
synthesized gesture transitions using software based on the DANCE
animation environment [54] using spline interpolation. The remain-
ing body (legs, torso, head) was animated with idle motion, resulting
in a robotic motion style that retained nonverbal information from
the co-speech gestures.

3.4 Character Selection
We created a set of six avatars (3 female, 3 male) using the Ready
Player Me4 platform to represent each performance capture actor.
Character appearance has significant contributions to the overall
judgement and perception of virtual characters and agents [14,61,70].
We ensured that clothing, eye color and eyebrow shape were homog-
enized between characters, as previous works show that clothing [38]
and facial features [33,41,65] influence the perception of personality
traits. In our appearance-only experiment (Section 4.2), we test the
perceived personality across our chosen character appearances.

3.5 Animation and Rendering
Stimuli were created using Unity’s High Definition Render Pipeline
(HDRP), with a custom scene featuring a background from Poly
Haven5 and integrating subtle post-processing such as film grain

2https://aws.amazon.com/polly/
3https://docs.aws.amazon.com/polly/
4https://readyplayer.me/
5https://polyhaven.com/

Table 2: Notations describing experiment conditions.

Voice (V) Motion (M)
VNMN Natural Voice (VN ) Natural Motion (MN )
VNMR Natural Voice (VN ) Robotic Motion (MR)
VRMN Robotic Voice (VR) Natural Motion (MN )
VRMR Robotic Voice (VR) Robotic Motion (MR)

with a depth of field filter (Figure 1). Identical shaders were ap-
plied to all characters for consistency. Videos were exported at
1920x1080 (100fps) using the Unity Recorder plugin, then com-
pressed to 1280x720 (30fps) for an improved bitrate for playback in
our experiment system. In line with similar work [22], we procedu-
rally generated a single set of intervals for eye-blinks that we mapped
uniformly to each character. An exception to this rule was to ac-
commodate motion capture performances where the speaker rotates
their head away from the in-engine camera, for which we encoded
temporary remappings of eye gaze and used additionally encoded
eye-blinks as transitions to give the appearance of our speakers natu-
rally breaking eye-contact with the participant. Lip synchronization
was implemented using the Oculus Lipsync for Unity plugin.

4 EXPERIMENT DESIGN

We designed five perceptual experiments to study the effects and in-
teractions of motion, voice, appearance and language (as text) on the
portrayed personality of our characters. We explore each modality
in isolation (Experiments I-IV), followed by a combination of all
modalities (Experiment V). We denote our conditions in the format
VX MX , where V refers to the voice and M to the motion component
(Table 2). Experiments with only one modality are represented by
VX or MX . Voice and Motion each have two condition expressions,
Natural and Robotic. For Voice, the Natural condition (VN ) repre-
sents the audio from the original performance capture sessions, and
Robotic (VR) represents synthesized Text-to-Speech (TTS) audio
generated from transcriptions of the performance capture sessions
(Section 3.2). For Motion, the Natural condition (MN ) represents
full-body performance capture with idle animations masked to the
hands and fingers. Robotic (MR) represents performance capture of
the gesture stroke phase with synthesized gesture transitions and idle
animation masked to the remainder of the body (Section 3.3). Our
multimodal experiment conditions are listed in Table 2.

Participants were recruited via Prolific with English fluency re-
quired and paid according to Prolific’s recommended hourly rate.
Each participant engaged in only one experiment, and was instructed
to view and rate a single practice clip prior to viewing and rating
all stimuli. For experiments including audio or video, attention
checks were embedded in the playback of stimuli and featured a
multiple choice question related to the actor’s appearance or the con-
tent of their speech. For appearance and text experiments, attention
checks were embedded in the pre-experiment instructions and post-
experiment questions to ensure that participants understood the task.
Data of participants who failed an attention check was excluded.
Experiments I-II contained 6 static stimuli (1 per actor) and lasted
10 minutes with no break, while Experiments III-V contained 12
video/audio stimuli (2 per actor, median duration of 51.5 seconds)
and lasted 30 minutes with an optional midway 5-minute break.
Participants were presented one stimulus at a time, each followed
by a prompt to rate the presented character according to the Ten
Item Personality Inventory (TIPI) [25]. The corresponding 7-point
Likert scales ranged from “Disagree strongly” to “Agree strongly”.
The 10-item scores were collapsed to the Big Five’s 5-item scores
by averaging the primary ratings (e.g. Extraverted, Enthusiastic)
with the reverse score of the contrary ratings (e.g. Reserved, Quiet).
At the end of the experiment, participants were invited to provide

https://aws.amazon.com/polly/
https://docs.aws.amazon.com/polly/
https://readyplayer.me/
https://polyhaven.com/


free-form feedback about their observations.

4.1 Experiment I - Text-only
We assessed how an actors’ speech content may portray personality
by utilizing text transcriptions of each actor’s speech. Based on
findings by Pennebaker et al. [50] for emotional language, we hy-
pothesized that extraversion, agreeableness and emotional stability
may be communicated through the text. (19 participants (10F, 9M),
ages 19-51 years (µ = 28, σ = 7.96)).

4.2 Experiment II - Appearance-only
Each of our actors was portrayed by a unique avatar. To assess any
potential impact of our chosen character appearances, we conducted
a controlled experiment in which participants rated the personality
of characters based on a static image. Each character was presented
in the same pose. Due to our efforts to maintain consistency for key
visual characteristic across avatars (Section 3.4), we did not expect
substantial differences in personality ratings solely from appearance.
However, we did hypothesize that character gender would provoke
variance for personality. (19 participants (9F, 10M), ages 18-68
years µ = 29, σ = 12.5)).

4.3 Experiment III - Voice-only
We hypothesized that TTS would be more monotonous and would
therefore dampen the perception of personality traits, but less so
for traits displayed heavily through motion, such as extraversion
(Section 4.5). This experiment used the Natural Voice (VN ) and
Robotic TTS (VR) conditions with no motion (i.e. only audio). (19
participants (11F, 8M), ages 19-35 years (µ = 26, σ = 4.5)).

4.4 Experiment IV - Motion-only
We hypothesized that for motion-only presentation, the Robotic
motion condition would have a particularly strong impact on the per-
sonality trait communicated heavily through this modality, namely
extraversion (Section 4.5). This experiment compared the Natural
Motion (MN ) and Robotic Motion (MR) conditions. (19 participants
(8F, 11M), ages 20-32 years (µ = 24, σ = 3.2)).

4.5 Experiment V - Combined Modalities
Based on previous research, we hypothesized that audio would be
more influential on perceived agreeableness and conscientiousness,
whereas motion would strongly influence extraversion [56, 57]. For
emotional stability and openness to experience, previous research
suggest the interplay of both speech and motion would be impor-
tant [56, 57]. Furthermore, we hypothesized that lower-realism
motion and voice conditions would have a dampening effect on the
perceived personality of each character. This experiment included
all conditions from Table 2. (38 participants (19F, 18M, 1GQ), ages
18-47 years (µ = 24, σ = 5.8)). Half of the participants (19 total)
viewed all mocap-animated characters twice; once with natural voice
and once with TTS. The other half (19 total) viewed the same but
with robotic-animated characters instead.

5 RESULTS

We conducted the statistical analysis on each trait separately. We
used Analysis of Variance (ANOVA) when the normality assump-
tion was not violated (Shapiro–Wilk test for normality) and used
the Greenhouse–Geisser degrees of freedom correction when the
sphericity assumption was violated (Mauchly’s sphericity test).
When normality was violated, we used Aligned Rank Transform
(ART) instead of ANOVA. For the text-only and appearance exper-
iments (I, II), we had one within-subject factor (Actor). For the
unimodal experiments (III, IV), we had two within-subject factors
(Voice/Motion, Actor). For the multimodal experiment (V), we had
two within-subject factors (Voice, Actor) and one between-subject

Figure 2: Average trait ratings for each actor. Actor order on the
x-axis is based on baseline value (VNMN ). Shown is a subsection of
the full 1-7 scale from 2.5 to 6.5.



Table 3: Mean difference of trait rating for each multimodal condition compared to its unimodal components. E.g. for VRMR, we calculate the
pairwise difference in rating for each actor to the rating obtained in the voice-only VR condition (the speech component) and the motion-only
MR condition. The T column represents the text-only condition. Bold text marks the modality with the smallest average pairwise difference.

Condition
Extraversion Agreeableness Conscientiousness Emotional Stability Openness

V M T V M T V M T V M T V M T
VNMN 5.16 1.87 7.58 1.87 2.63 1.97 4.24 3.89 2.63 2.11 2.97 2.58 3.53 3.84 3.21
VNMR 4.00 2.16 4.95 1.21 1.97 2.95 3.03 4.11 2.58 1.74 3.74 1.63 2.97 4.92 2.66
VRMN 5.29 2.53 4.82 2.76 4.92 1.89 3.00 6.37 2.05 2.16 3.61 2.00 3.32 3.32 3.74
VRMR 3.97 1.34 5.87 2.42 2.53 2.50 2.03 4.55 2.13 0.82 4.87 1.13 3.16 1.74 4.32

factor (Motion). Post-hoc comparisons were performed with Esti-
mated Marginal Means. Table 4 summarizes all significant results.
First, we report results for the appearance control experiment and
the text-only experiment. Following this, we structure results based
on each personality trait, integrating results from the unimodal Voice
and Motion experiments and the multimodal experiment.

5.1 Text-only

For perceptual ratings of text, we found a significant effect of Actor
on all personality traits except conscientiousness, mostly in line with
our hypothesis. Pairwise comparison of Actor scores across modality
conditions revealed that text-only ratings were most similar to those
for the VR condition in three out of five cases (extraversion, consci-
entiousness, emotional stability), most similar to VN for openness to
experience and MR for agreeableness.

5.2 Appearance-only

For our static character appearance experiment (II), we only found
significant effects on agreeableness and emotional stability. The
pairwise differences found for the individual character appearances
did not seem to carry over to our motion-only and multimodal exper-
iments (compare Actor effects in Table 4). The differences may be
partially due to character gender, supporting our initial hypothesis.
When factoring characters by gender, there was a main effect of
gender for both agreeableness (F1,18 = 23.70, p < .001, η2 = 0.57)
and emotional stability (F1,18 = 4.54, p < .05, η2 = 0.20), with the
male characters perceived as more agreeable (p < .001) (post-hoc
was non-significant for emotional stability).

5.3 Voice, Motion and Combined Modalities

The following sections (5.3.1 to 5.3.5) detail the results of the Voice-
only (III), Motion-only (IV) and Combined Modalities (V) experi-
ments according to each of the Big Five personality traits.

5.3.1 Extraversion

Voice, Motion, and Actor each had a significant effect in the uni-
modal and multimodal experiments, with Actor identity having
the strongest effect. The Robotic voice (VR) was rated as less ex-
traverted, as was the Robotic motion (MR). We also find motion
to be particularly important for extraversion, perhaps due to the re-
duced motion in the robotic condition communicating less nonverbal
messages. If an actor is rated as lowly extraverted for speech and
highly extraverted for motion, perception of the combined multi-
modal performance appears to be heavily driven by the motion. That
is, actor ratings in the multimodal experiment (V) seem to more
closely match ratings in the motion-only experiment (IV) than the
voice-only experiment (III). This is evident in Table 3 where the
respective unimodal motion condition shows the smaller difference
in ratings to the multimodal conditions, and in Figure 2 when com-
paring the multimodal VNMN to the motion-only MN condition, or
the multimodal VNMR and VRMR to the motion-only MR condition.

5.3.2 Agreeableness

Voice significantly impacted perceived agreeableness in both the
unimodal and the multimodal experiments, whereas Motion only
yielded a main effect in the unimodal case. Actor identity showed
a main effect for the unimodal Voice and the multimodal experi-
ment, and for both, Voice had the stronger effect. The Robotic voice
(VR) was less agreeable and Robotic motion (MR) only less agree-
able without the presence of speech. For agreeableness, we find
speech to be more important than motion, as is highlighted in Table
3, where the respective unimodal speech conditions yield smaller
differences in ratings to the multimodal conditions for all but one
case (VRMN ), in which the smallest difference is that to text. The
variety of perceived agreeableness between actors appears to stem
from speech, and such variety appears relatively preserved through
Robotic voice (VR) processing. Based on motion alone, an individual
actor’s agreeableness was not distinguished.

5.3.3 Conscientiousness

Voice significantly impacted conscientiousness, but only for multi-
modal conditions. Motion showed a main effect in both the unimodal
and multimodal settings. Actor identity impacted all settings and
had a larger effect than Voice or Motion. Robotic voice (VR) was
less conscientious than Natural voice (VN ), but again, only for mul-
timodal conditions. Robotic motion (MR) was perceived as more
conscientious than Natural motion (MN ) in both the unimodal and
multimodal settings. Perceptions of conscientiousness appear to be
formed from the expression of both speech and motion from an actor,
where opposing impressions from speech and motion do not override
one another. In most cases, we see that perceptions from text-only
conditions best mirror those of multimodal, except for VRMR, for
which voice yields a smaller pairwise difference (Table 3). As such,
speech content appears to be the driving factor for perceived consci-
entiousness, with TTS increasing conscientiousness, possibly due to
an association of TTS with informative voice assistants.

5.3.4 Emotional Stability

Voice only had a significant effect on emotional stability in the
multimodal setting (VR was less emotionally stable), whereas Motion
did not show a main effect in any setting. Actor identity had the
largest effect, with a significant main effect in the unimodal voice
and multimodal experiments. For emotional stability, an actor’s
speech appears to have particular importance, with this information
appearing relatively preserved for Robotic processing. The driving
force of the speech modality can be seen in Table 3, where ratings for
the unimodal speech components (voice and text) consistently better
mirror the multimodal perceptual rating than the motion component.

5.3.5 Openness to Experience

Voice had a significant effect in both the unimodal and multimodal
case. Motion condition only impacted the unimodal setting. Actor
identity showed a main effect in all cases. Robotic voice (VR) was
rated as less open; Robotic motion (MR) was only perceived as less



open to experience (openness) for the unimodal setting. For open-
ness, there is no clear-cut overriding factor of modality, but rather
the combination of voice and motion can yield higher openness than
either modality alone. This mixed result can also be seen in Table 3,
where no unimodal component consistently outperforms any others.

5.4 Participant Personalities
We conducted a correlation analysis to investigate whether partici-
pants’ personalities affected their ratings of our characters. For all
traits except emotional stability, the self-perceived value correlates
with the rating given for that trait (negative correlation coefficient for
extraversion, otherwise positive). Positive correlation between self-
reported traits and judgements of others is an expected finding, often
referred to as “social projection”, a common tendency to see similar-
ities between oneself and others [34]. Ratings of emotional stability
and openness were additionally influenced by other self-perceived
traits. All correlations were minor (.10 ≤ r ≤ .17).

6 DISCUSSION

We investigated how agent personality is transferred or altered across
speech and motion modalities according to various degradations.
We used motion-capture and speech recordings of six actors with
different speaking styles, displaying their performances individually
through text, appearance, voice, motion - or a combination of each
for a full multimodal representation. We assessed how an actor’s
performance translates to a virtual agent using Text-to-Speech (TTS)
and state-machine-like animation. For the importance of speech and
motion modalities, we found that different traits rely differently on
each modality. Extraversion appeared to be communicated heavily
through motion and was best preserved with high motion fidelity.
Previous work also indicates a strong effect of motion appearance on
the perception of extraversion [56, 57]. Our findings are consistent
with work from Durupinar et al. [17] correlating ‘bound flow’ (tense,
controlled, contained) with a dampening of perceived extraversion.
TTS was perceived as less extraverted, in line with previous findings
for effects of pitch [1] and intensity variation [2].

Agreeableness and emotional stability showed the opposite trend;
speech drove the perception of a multimodal performance, in line
with previous findings [56, 57]. Although TTS (VR) somewhat re-
tained the original variety between actors, this strongly reduced
perceived agreeableness. For conscientiousness and openness to
experience, both speech and motion appeared to interplay to form an
impression of the character, with conscientiousness showing a trend
of favouring the speech modality, specifically the speech content
as transcribed text. Work also suggests that conscientiousness and
openness are more difficult to judge from short exposure [24, 57].

We assessed how an actor’s full performance with voice record-
ings and full motion-capture (VNMN ) translates to an agent reproduc-
ing this performance with TTS and state-machine-like robotic ani-
mation (VRMR). We found that this agent will generally be perceived
as less extraverted, agreeable, open and largely less emotionally
stable. For conscientiousness, results of the full performance versus
the agent were mixed, perhaps due to our finding that TTS decreased
conscientiousness, whereas robotic motion increased conscientious-
ness. The observed dampening effect suggests a need to use actors
possessing these traits if the agent is desired to express them. We
typically found TTS to decrease ratings of all five personality traits,
and robotic motion to decrease extraversion and increase consci-
entiousness. The effect of robotic motion on conscientiousness
indicates that state-machine-like gesture methods may be perceived
as more considered and self-disciplined. The consistent dampening
effect of the TTS (VR) may motivate the continuous updating of a
virtual agent system to use the best available speech synthesizer,
an area of active research [58, 66]. Our results also indicate that
an actor’s personality plays a role, with lowly extraverted actors
being rated as more extraverted and highly extraverted actors as

less extraverted when represented by processed or no motion. In
the free-form feedback, participants referenced posture and hand
gestures as influential on their ratings of motion, with one participant
citing both as contributors to their impressions of extraversion, in
addition to voice inflection and facial expressions. Participants view-
ing robotic stimuli appear to rely heavily on verbal features to form
impressions, with one participant citing filler words as negatively
impacting perceived stability. Natural speech was described as more
likeable, warm and calming, while Text-to-Speech was described as
emotionless, disconnected, cold and uninteresting.

We selected characters with realistic feature proportions and a
cartoon-style to best represent the current fidelity of self-avatars in
VR applications (e.g. Meta’s Horizon Worlds). Realistic and cartoon
avatars are shown to possess similar personality ratings [53], and so,
we expect our results to generalize to higher fidelity characters. In
our appearance-only experiment, we found only an effect that our
male characters were judged as more agreeable. Previous work [71]
shows small differences in agreeableness for characters with big
differences in appeal, suggesting that our male characters were more
appealing than our females or that gender influences agreeableness.

7 LIMITATIONS AND FUTURE WORK

Future work could expose participants to longer stimuli, as our
clips were limited by data availability and the need to minimize
experiment duration. Datasets containing facial motion capture and
personality profiles for each actor would be beneficial. Interaction
with agents could facilitate exploring perceptions of user-adaptive
agent personalities, including listening and response behavior. Re-
sults could support guidelines for 3DUI agent personalities in XR
applications. As work finds distance to impact sense of uncanniness
and ability to perceive facial expressions [13], immersing partici-
pants in VR could impact results through factors other than speech
and motion realism. To the best of our knowledge, there is not
yet evidence of modality realism impacting perceived personality
differently between video- and VR-based settings. VR may increase
immersion and presence, potentially augmenting our observations.

Our robotic motion retained the true gestures performed by the
actors. However, applications for virtual agents may produce motion
using various methods such as automatic generation via machine-
learning, rule-based approaches or by applying inverse kinematics
algorithms to hand tracking data in VR applications. Future work
could investigate application-specific motion processing, in addition
to exploring procedural or synthetic motion, as well as multiple
levels of motion realism. Finger motion is also desirable for future
work, as it may carry significant information about personality [63].
Our findings illustrate how personality could be transferred from
multimodal, full performance capture to an agent. Motion appears to
be particularly important for portraying extraversion, while speech
appears key for agreeableness and emotional stability, with the for-
mer heavily affected by the TTS voice.

We propose the following guidelines for designing characters and
agents with targeted personalities; (i) use higher fidelity motion to
more accurately portray extraversion, (ii) use higher speech realism
for portraying higher agreeableness, considering the impact of ap-
pearance, (iii) use lower fidelity motion for higher conscientiousness,
accounting for interactive effects of speech (iv) focus on designing
agent speech for emotional stability and (v) for openness, focus
on speech in multimodal contexts, considering motion aspects in
unimodal settings as well as a modifying factor.
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Table 4: Summary of results: Significant main effects, interactions, and post–hoc analysis. F1-3 denotes our three female actors and M1-3
denotes our three male actors.

Extraversion Test Post-hoc
Text only ANOVA

Actor F5,90 = 5.87, p < .001, η2 = 0.25 M2 more extraverted than F1 (p < .05) and F3 (p < .01). F2 more
extraverted than F1 and F3 (both p < .05).

Voice only Aligned Rank Transform

Voice F1,198 = 4.90, p < .05, η2 = 0.22 VN more extraverted than VR (p < .05).

Actor F5,198 = 6.11, p < .001, η2 = 0.24 Non-significant

Voice:Actor F5,198 = 4.05, p < .01, η2 = 0.24 For VN , actor M2 was significantly more extraverted than M1 (p <
.0.01) and M3 (p < .0.001). For VR, actor F2 was significantly more
extraverted than F1 (p < .05) and M1 (p < .0.01).

Motion only ANOVA

Motion F1,18 = 10.47, p < .0.01, η2 = 0.37 MN more extraverted than MR (p < .001).

Actor F5,90 = 17.42, p < .001, η2 = 0.49 Actor F2 less extraverted than F1 (p < .05), F3 (p < .001), M2
(p < .001), and M3 (p < .001). Actor M1 less extraverted than F1,
F3, M2, and M3 (all p < .001).

Multimodal Aligned Rank Transform

Voice F1,396 = 7.17, p < .01, η2 = 0.17 VN more extraverted than VR (p < .01)

Motion F1,36 = 5.36, p < .05, η2 = 0.11 MN more extraverted than MR (p < .001).

Actor F5,396 = 39.13, p < .001, η2 = 0.45 Actor M1 was less extraverted than actors F1, F3, M2, and M3
(all p < .001). Actor F2 was also less extraverted than actors F1,
F3, M2 (all p < .001), and M3 (p < .05). Actor M2 was more
extraverted than F1 and M3 (both p < .001).

Motion:Actor F5,396 = 4.86, p < .001, η2 = 0.09 Appears to follow the directions of the main effect; for all but the
one actor rated lowest on this trait (actor M1), Robotic Motion
visually appears to decrease extraversion (significant only for actor
M3).

Agreeableness
Appearance ANOVA

Actor F5,90 = 4.50, p < .01, η2 = 0.20 M1 more agreeable than F1 (p < .01) and F2 (p < .05). M2 more
agreeable than F1 (p < .05).

Text only Aligned Rank Transform

Actor F5,90 =, p < .05, η2 = 0.16

Voice only ANOVA

Voice F1,18 = 16.75, p < .001, η2 = 0.43 VN more agreeable than VR (p < .001).

Actor F5,90 = 10.82, p < .001, η2 = 0.15 Actor F2 more agreeable than F1 (p < .05), F3 (p < .01), M1
(p < .01), M2 (p < .05), M3 (p < .001). Actor M3 additionally
less agreeable than F1 (p < .05), F3 (p < .05), M1 (p < .05), M2
(p < .01).

Motion only Aligned Rank Transform

Motion F1,198 = 6.80, p < .01, η2 = 0.25 MN more agreeable than MR (p < .01).

Multimodal Aligned Rank Transform

Voice F1,396 = 30.83, p < .001, η2 = 0.43 = 0.43 VN more agreeable than VR (p < .001).

Actor F5,396 = 6.54, p < .001, η2 = 0.15 = 0.15 Actor F2 more agreeable than F1 (p < .05), F3 (p < .01), M1
(p < .01), M3 (p < .001). Actor M3 additionally less agreeable
than M2 (p < .05).

Motion:Actor F5,396 = 2.50, p < .05, η2 = 0.06 Visually, it appears that Robotic motion (MR) decreased agreeable-
ness for some actors (F1, M2), whereas it increased agreeableness
for others (actors F3, M1).



Conscientiousness
Voice only ANOVA

Actor F5,90 = 3.31, p < .01, η2 = 0.16 Actor F1 less conscientious than F3 (p < .05) and M2 (p < .001).

Motion only Aligned Rank Transform

Motion F1,198 = 4.09, p < .05, η2 = 0.14 MN less conscientious than MR (p < .05).

Actor F5,198 = 8.89, p < .001, η2 = 0.36 Actor M3 less conscientious than F1 (p < .001), F2 (p < .01), F3
(p < .001).

Multimodal Aligned Rank Transform

Voice F1,396 = 3.94, p < .05, η2 = 0.13 VR less conscientious (p < .05).

Motion F1,36 = 4.27, p < .05, η2 = 0.09 MN less conscientious than MR (p < .05).

Actor F5,396 = 11.55, p < .001, η2 = 0.19 Actor M3 less conscientious than F2 (p < .001), F3 (p < .001), M1
(p < .001), M2 (p < .05). Actor F3 additionally more conscientious
than F1 (p < .05) and M2 (p < .05).

Emotional Stability
Appearance ANOVA

Actor F5,90 = 3.77, p < .01, η2 = 0.17 M3 more emotionally stable than M2 (p < .05)

Text only ANOVA

Actor F5,90 = 2.86, p < .05, η2 = 0.14 Non-significant

Voice only Aligned Rank Transform

Actor F5,198 = 2.25, p < .001, η2 = 0.26 Actor F1 less emotionally stable than actors F2 (p < .05), M1
(p < .01), M2 (p < .01). Actor M3 less emotionally stable than
actors F2 (p < .001), F3 (p < .01), M1 (p < .001), M2 (p < .001).
Actor M1 more emotionally stable than actor F3 (p < .05).

Motion only Aligned Rank Transform

Actor (marginal) p = 0.55 Non-significant

Motion:Actor F5,198 = 3.46, p < .01, η2 = 0.16 Visually, it appears that only the two actors rated lowest on emo-
tional stability for MN (M1 & M3), were perceived more emotion-
ally stable under MR.

Multimodal Aligned Rank Transform

Voice F1,396 = 5.10, p < .05, η2 = 0.11 VR less emotionally stable (p < .05).

Actor F5,396 = 9.16, p < .001, η2 = 0.16 Actor F1 less emotionally stable than actors F2, F3, M1 (all p< .05),
and M2 (p < .01). Actor M3 less emotionally stable than actors F1
(p < .05), F2, F3, M1, and M2 (all p < .001).

Openness to Experience
Text only ANOVA

Actor F5,90 = 10.91, p < .001, η2 = 0.38 F2 more open than F1 (p < .05). M2 more open than F1 (p < .001),
F3 (p < .05), M1 (p < .05), and M3 (p < .001). M3 less open than
F2 (p < .001).

Voice only ANOVA

Voice F1,18 = 10.57, p < .01, η2 = 0.37 VN more open (p < .001).

Actor F3.7,67.5 = 7.14, p < .001, η2 = 0.28 Actor M3 less open than F1 (p< .05), F2 (p< .001), M2 (p< .001).
Actor F2 additionally more open than F3 (p < .01).

Voice:Actor F5,90 = 2.35, p < .05, η2 = 0.12 For most actors, VR appeared to decrease openness to experience,
but this was reversed for actor F2 (no relevant pairwise comparisons
significant)

Motion only Aligned Rank Transform

Motion F1,198 = 10.75, p < .01, η2 = 0.34 MN more open than MR (p < .01).

Actor F5,198 = 4.11, p < .01, η2 = 0.15 Actor M1 less open than F1, F3, M2 (all p < .01).

Multimodal ANOVA

Voice F1,36 = 14.64, p < .001, η2 = 0.29 VN more open (p < .001).

Actor F5,180 = 14.38, p < .001, η2 = 0.29 Actor M2 more open than F1 (p < .001), F2 (p < .001), F3 (p <
.01), M1 (p < .001), M3 (p < .001). Actor M1 also less open than
F2 and F3 (both p < .01).
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