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Abstract. The ability to automatically recognize human faces based on dynamic facial images is important in security, surveillance and the health/independent living domains. Specific applications include access control to secure environments, identification of individuals at a particular place and intruder detection. This research proposes a real-time system for surveillance using cameras. The process is broken into two steps: (1) face detection and (2) face recognition to identify particular persons. For the first step, the system tracks and selects the faces of the detected persons. An efficient recognition algorithm is then used to recognize detected faces with a known database. The proposed approach exploits the Viola-Jones method for face detection, the Kanade-Lucas-Tomasi algorithm as a feature tracker and Principal Component Analysis (PCA) for face recognition. This system can be implemented at different restricted areas, such as at the office or house of a suspicious person or at the entrance of a sensitive installation. The system works almost perfectly under reasonable lighting conditions and image depths.
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1. Introduction

Computer vision is a field of computer science that includes methods for acquiring, processing and analyzing images and other high-dimensional data to produce numerical or symbolic information. Computer vision plays a crucial role in smart surveillance systems. It helps us detect and track people. It then recognizes their faces and actions [1]. These components are the main ingredients of a modern surveillance system. Video surveillance systems have become a key component in securing different key areas such as airports, police stations, government buildings, military installations, and banks [2]. This is why there is a growing
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georgiou et al. [10], allows very fast feature evaluation and is the first contribution of this method. The second contribution of this method is a simple and efficient classifier that is built by selecting a small number of important features from a huge library of potential features using AdaBoost. The final major contribution of this method is its successful combination of more-complex classifiers in a cascade structure, which dramatically increases the speed of the detector by focusing on promising regions of the image.

Face tracking is basically a front-end for facial recognition. It (face tracking) works by tracking facial feature points like landmarks surrounding facial components such as eyebrows, eyes, nose, and mouth [11, 12]. It has been used for security as well as for monitoring so as to avoid fraud by substituting live face with an image [13]. We use the Kanade-Lucas-Tomasi feature tracker to track features. This tracker is based on the early work of Lucas and Kanade [14], was developed fully by Tomasi and Kanade [15], and was explained in detail in the paper by Shi and Tomasi [16]. Here, good features are usually located by examining the minimum eigenvalue of each 2 by 2 gradient matrix. The features are then tracked using a Newton-Raphson method [17] of minimizing the difference between the two windows. Multi-resolution tracking allows for relatively large displacements between images.

Automatic face recognition has seen a gradual increase in use for the identification of individuals to enhance security and situational awareness [18]. Under manually controlled conditions, efficient, precise and timely responses are required to identify faces captured on surveillance cameras. However, the recognition of captured faces suffers from error due to different adverse factors, such changes in illumination conditions, pose, resolution, expression, occlusion and blur [19]. Different methods have been developed to counter these problems. The most widely used method is Eigenfaces [20], which is based on feature extraction. Methods based on Principal Component Analysis (PCA), Fisherfaces [21], Linear Discriminant Analysis (LDA) and Independent Component Analysis (ICA) [22,23] have also been frequently used. We have used PCA in our developed system for face recognition. This technique was pioneered by Kirby and Sirovich in 1988 [24].

2. Related works

Face detection is one of the most heavily studied topics in computer vision literature. The Viola-Jones [9] face detection algorithm is one of the most popular and simple algorithms used in this field. Its feature-based technique is relatively robust to position variations, interested reader may read [25] for details. In principle, feature-based schemes can be made invariant to size, orientation and/or lighting [26]. Other benefits of these schemes include the compactness of representation of the face images and high-speed matching [27]. The problem of these approaches is the difficulty of automatic feature detection and that the implementer of any of these techniques has to make arbitrary decisions about which features are important [28]. The features of the Viola-Jones algorithm were further extended, leading to many other face detection methods. A similar approach was proposed in [29], where instead of computing Haar-like features (see Section 3.1 for more information about Haar-like features), individual pixels are compared. The Viola-Jones method [9], which considers only 4 types of horizontal/vertical features, was later extended by Lienhart and Maydt [30] by introducing rotated features. In the subsequent years, many variations of the Haar-like features were proposed. Interested readers may read [31] for more information.

Face recognition is another well-known topic of computer vision and pattern recognition that has been extensively studied over the past few decades. One of the most well-known face recognition methods for face classification is the early work of Turk and Pentland [20], which is based on the notion of eigenfaces. It was previously shown [24] that any face image can be represented as a linear combination of pictures (called eigenfaces) and their coefficients. This method is based on Principal Component Analysis (PCA), with the eigenfaces serving as the principal components of the initial training set of face images. The face space generated by the PCA is one where the variance of all the samples is minimized. By projecting the faces in a space where the variance of the samples within one class (same individual) is minimized and, at the same time, the variance of the samples between classes (different individuals) is maximized; one can achieve better classification results. This is the idea behind the Fisher-faces method [32]. The basis vectors for such a sub-space can be generated by Linear Discriminant Analysis (LDA). A more detailed comparison of the eigenfaces (PCA) versus the Fisherfaces (LDA) methods can be found in [21,33].

Real-time recognition of faces is needed for surveillance to ensure security. It involves real-time recognition of faces from a sequence of images captured by
Much research has been directed to this area. In most cases, recognition has been performed through choosing a few good frames and then applying a suitable recognition technique for intensity images to those frames in order to identify the individual [35]. A two-layer Radial Basis Function network [36,37] and Difference of Gaussian (DoG) filtering as well as Gabor wavelets were proposed and used by Howell and Buxton [38] for learning/training and to analyze the feature representation, respectively, while other schemes, such as combined motion and model-based face tracking [39], have been utilized for face detection and tracking. A skin color modeling [40] system was proposed by Campos et al. [41] to detect the face. GWN [42] was then utilized to detect prominent facial points such as the eyes, nose, and mouth and to track those features. Here, the eigenfeatures [43] of each individual frame are then extracted and all the eigenfeatures are combined by a feature selection algorithm [44]. Later, the best eigenfeatures are selected to form the feature space. A couple of classifiers [45] have been applied to identify individual persons in the frame. Finally, a super classifier [46] performs the final classification for the entire video sequence. The recognition rate has been found to be high, at nearly 98 percent.

Some approaches [47,48] have utilized a video-to-video paradigm that collects information from a sequence of frames from a video segment and then combines and associates it with an individual face. This approach involves a temporal analysis of the video sequence and a condensing of the tracking and recognition problems, but these operations are a matter of ongoing research, as the reported experiments were performed without any real variations in orientation and facial expressions [49]. It is also important to mention here that several other schemes have incorporated information from other modalities to recognize faces from images acquired from video clips. System such as [50] makes use of stereo information, with high recognition accuracy (of 90%) reported, while [51] exploits both audio and video as well as 3D information about the head to achieve the highest accuracy rate (i.e., 100%). More recently, many other methods and techniques have been developed and introduced for face recognition from video cameras. It is outside the scope of this paper to explain these methods in detail. The interested reader may refer to Table 1 below to
Table 1
Recently used techniques for face recognition from video camera

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Year</th>
<th>Title</th>
<th>Technique(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bogdan Raducanu, Ali Reza Bosaghzadeh and Fadi Dornaika</td>
<td>2015</td>
<td>Multi-observation face recognition in videos based on label propagation</td>
<td>Adaptive graph construction</td>
</tr>
<tr>
<td>N.M. Khan, Xiaoming Nan, A. Quddus, E. Rosales and Ling Guan</td>
<td>2015</td>
<td>On video based face recognition through adaptive sparse dictionary</td>
<td>Adaptive sparse dictionary</td>
</tr>
<tr>
<td>N. Hassanpour and L. Chen</td>
<td>2015</td>
<td>A hierarchical training and identification method using Gaussian process models for face recognition in videos</td>
<td>Ensemble of Abstract Sequence Representatives</td>
</tr>
<tr>
<td>Z. Huang, R. Wang, S. Shan and X. Chen</td>
<td>2015</td>
<td>Face recognition on large-scale videos in the wild with hybrid Euclidean-and-Riemannian metric learning</td>
<td>Hybrid Euclidean-and-Riemannian Metric Learning</td>
</tr>
<tr>
<td>M.U. Ragashe, M.M. Goswami and M.M. Raghuvansh</td>
<td>2015</td>
<td>A face recognition technique for partial occluded faces in streaming video</td>
<td>Modified AdaBoost-based face detector</td>
</tr>
<tr>
<td>X.S. George Zhao, Hongzong Si and Peilong Xu</td>
<td>2014</td>
<td>A cooperative dual-camera system for face recognition and video monitoring</td>
<td>Class Specific Hyper Graph</td>
</tr>
<tr>
<td>L. An, B. Bhanu and S. Yang</td>
<td>2012</td>
<td>Face recognition in multi-camera surveillance videos</td>
<td>Uniformed Face Image</td>
</tr>
<tr>
<td>O. Arandjelovic</td>
<td>2012</td>
<td>Color invariants under a non-linear photometric camera model and their application to face recognition from videos</td>
<td>Discriminative power of color-based invariants</td>
</tr>
<tr>
<td>L. An, M. Kafai and B. Bhanu</td>
<td>2012</td>
<td>Face recognition in multi-camera surveillance videos using dynamic Bayesian network</td>
<td>Dynamic Bayesian network</td>
</tr>
<tr>
<td>S. Damavandinejadmonfared</td>
<td>2012</td>
<td>Kernel entropy component analysis using local mean-based k-nearest centroid neighbor (LMKNCN) as a classifier for face recognition in video surveillance camera systems</td>
<td>Local mean-based k-nearest centroid neighbor</td>
</tr>
</tbody>
</table>

see the recent methods and techniques applied for face recognition from video cameras.

3. Proposed system

In our proposed system, we focus on the identification of faces from video sequences. The basic mechanism proposed in this system is to detect, track and identify people entering the surveillance area. The basic features of our proposed system are the following (Fig. 1):

- Detect single as well as multiple faces from real-time video.
- Crop detected face image and save it to the system memory to create a database.
- Recognize cropped face with a known database (already-stored images or recently taken images by the surveillance camera).
- Detect and track multiple people if they are trying to enter the surveillance area simultaneously.

The system is able to detect faces from real-time video using the Viola-Jones method [9]. To detect faces accurately from the video, efficient features tracker has been used. The detected faces are then used for recognition by an automatic face recognition system. To achieve this goal, reliable modules for face detection, tracking and face recognition are required. Although considerable progress has been made in this area, these systems still suffer from slow training time and limited accuracy in challenging conditions such different illumination conditions, face poses and image depth.

3.1. Face detection

The accurate detection of human faces from arbitrary images is the first important step of facial recognition. Thus, the goal of face detection is to determine whether there are any faces in a given arbitrary image and, if present, to return the image location and extent of each face. The Viola-Jones [9] method is one of the most popular and exploited methods in face detection history. The major components of this algorithm are Haar features, the integral image, adaboost and cascading (Fig. 2).

Here, the features are rectangular in shape. Each feature results in a single value that is calculated by subtracting the sum of pixels under white rectangles from the sum of pixels under black rectangles (Fig. 3). The Viola-Jones algorithm uses a $24 \times 24$ window as the base window size to start evaluating these features in any given image. If we consider all possible param-
Haar Features \rightarrow Integral Image \rightarrow Adaboosting \rightarrow Cascading

Fig. 2. Flowchart of Viola-Jones algorithm.

Fig. 3. Different sizes of Haar features for Viola-Jones face detection.

Fig. 4. Illustration of the integral image and Haar-like rectangle features (a)–(f).

e
ters of the Haar features, such as position scale and type, we end up calculating approximately $180,000 + \sum$ features in the window.

The integral image, also known as a summed area table, is an algorithm for quickly and efficiently computing the sum of values in a rectangular subset of a grid. Viola and Jones applied the integral image for rapid computation of Haar-like features, as detailed below.

The integral image is constructed as follows:

$$i_i(x, y) = \sum_{x' \leq x, y' \leq y} i(x', y')$$ \hspace{1cm} (1)

where $i_i(x, y)$ is the integral image at pixel location $(x, y)$, and $i(x', y')$ is the original image. The integral image can be constructed in one pass over the original image using the following recurrent formulas:

$$s(x, y) = s(x, y - 1) + i(x, y) \ldots$$ \hspace{1cm} (2)

$$i_i(x, y) = i_i(x - 1, y) + s(x, y) \ldots$$ \hspace{1cm} (3)

where $s(x, y)$ is the accumulated pixel values of row $x$, $s(x, y - 1) = 0$, $i_i(x - 1, y) = 0$.

Using the integral image to compute the sum of any rectangular area is extremely efficient, as shown in Fig. 4. The sum of pixels in rectangle region $ABCD$ can be calculated as:

$$\sum_{(x,y) \in ABCD} i(x, y) = i_i(D) + i_i(A) - i_i(B) - i_i(C) \ldots$$ \hspace{1cm} (4)

This only requires four array references. The integral image can be used to compute simple Haar-like rectangular features, as shown in Figs 4(a)–(f). The features are defined as the (weighted) intensity difference between two to four rectangles. For instance, in feature (a), the feature value is the difference in average pixel value in the gray and white rectangles. Since the rectangles share corners, the computation of two rectangle features (a and b) requires six array references, the computation of three rectangle features (c and d) requires eight array references, and the computation of four rectangle features (e and f) requires nine array references [29,63]. As discussed earlier, there can be approximately $180,000 + \sum$ feature values within a detector at a $24 \times 24$ base resolution that need to be calculated. However, it is to be understood that only a few sets of features will be useful among all the features that could be used to identify a face [29]. Adaboost [64] is a machine learning algorithm that helps find only the best among all $180,000 + \sum$ features. After these features are found, a weighted combination of all the features is used in evaluating and deciding whether any given window has a face. Each of the selected features is considered sufficient for inclusion if they can at least perform better than random guessing (detecting more than half the cases) [29].

These firstly acquired features are also called weak classifiers as most of their detection rates are slightly better than random guess. Adaboost [64] constructs a strong classifier as a linear combination of these weak classifiers.
The basic principle of the Viola-Jones face detection algorithm is to scan the detector many times through the same image, each time with a new size. Even if an image contains one or more faces, it obvious that an excessively large number of evaluated sub-windows would still be negatives (non-faces). Thus, the algorithm should concentrate on discarding non-faces quickly and spend more time on probable face regions. Hence, a single strong classifier formed out of a linear combination of all of the best features is impractical for evaluating each window because of computation cost. Therefore, a cascade classifier is used that is composed of stages, each containing a strong classifier (Fig. 5). Therefore, all the features are grouped into several stages, where each stage has a certain number of features. The job of each stage is used to determine whether a given sub-window is definitely not a face or may be a face. A given sub-window is immediately discarded as not a face if it fails in any of the stages [29,63].

3.2. Face tracking

The automatic detection and tracking of (typically corner-like) feature points throughout an image sequence is a necessary prerequisite for many algorithms in computer vision. The gathered information about the feature points and their motion can subsequently be used for pose estimation, camera self-calibration and tracking various kinds of objects such as people and vehicles. One of the most popular methods for feature point tracking is the Kanade-Lucas-Tomasi (KLT) algorithm [14], which was introduced by Lucas and Kanade [14], later extended in the works of Tomasi and Kanade [15], and Shi and Tomasi [16].

The KLT algorithm operates into two main parts (Fig. 6). During the detection process, salient feature points are found and added to the already existing ones.
image, newly added points must have a specific minimum distance (e.g., 5 or 10 pixels) to the already existing points as well as to other newly added points (Minimum Distance-Enforcement) [14,66].

In the tracking step, we want to calculate for each feature point $p$ in image $I$ its corresponding motion vector $v$ so that its tracked position in image $J$ is $p + v$. As ‘goodness’ criterion of $v$, we take the SSD error function:

$$\varepsilon(v) = \sum_{x \in W(p)} (J(x + v) - I(x))^2$$  \hspace{1cm} (7)

The SSD error function measures the image intensity deviation between a neighborhood of the feature point position in $I$ and its potential position in $J$ and should be zero in the ideal case. Setting the first derivative of $\varepsilon(v)$ to zero and approximating $J(x + v)$ by its first-order Taylor expansion around $v = 0$ results in a better estimate, $v = 1$. By repeating this multiple times, we obtain an iterative update scheme for $v$, as summarized in Table 2.

Due to the Taylor expansion around zero, the given scheme is only valid for small motion vectors, $v$. To allow tracking of large motions of feature points (Fig. 8), which is quite common, we generate an image pyramid and apply the scheme for all points in each pyramid level. We do this from a coarse pyramid level to a fine one, using the result of the previous pyramid level as the initial guess for the next one [14,66].

Table 2 KLT pseudo-code of the calculation of the motion vector $v$ for a given feature point $p$. $W(p)$ is a window centered at $p$. Typically, the window size is set to $5 \times 5$ pixels, $\text{maxIter}$ to 10 pixels and esp. to 0.03 pixels [67].

3.3. Face recognition

PCA has been extensively exploited for face recognition algorithms. It not only reduces the dimensionality of the image but also retains some of the variations in the image data. The system functions by projecting the face image onto a feature space that spans the significant variations among known face images. The significant features are known as “eigenfaces” [20], because they are the eigenvectors (Principal Component) of the set of faces that do not necessarily correspond to features such as eyes, ears, and noses. The projection operation characterizes an individual face by a weighted sum of the eigenface features, so to recognize a particular face, it is necessary only to compare these weights to those individuals. The Eigen Object Recognizer applies PCA to each image, the results of which will be an array of eigenvalues that a Neural Network can be trained to recognize. The method to which PCA is applied can vary at different stages, so what will be demonstrated is a clear method for PCA application that can be followed.

These data (array of eigenvalues) are fairly simple, making the calculation of our covariance matrix a little simpler now that it is not the subtraction of the overall mean from each of our values, as we need at least two dimensions of data for covariance. Rather, it is the subtraction of the mean of each row from each element in that row. Alternatively the mean of each column from each element in the column could be used; however, this would change the way we calculate the covariance matrix.

The basic Covariance equation for two-dimensional data is:

$$\text{cov}(x, y) = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{(n - 1)}$$  \hspace{1cm} (8)

which is similar to the formula for variance; however, the change of $x$ is in respect to the change in $y$ rather
than solely the change of \( x \) in respect to \( x \). In this equation, \( x \) represents the pixel value, \( \bar{x} \) is the mean of all \( x \) values, and \( n \) is the total number of values. The covariance matrix formed from the image data represents how much the dimensions vary from the mean with respect to each other.

Eigenvalues are a product of multiplying matrices; however, they are a special case. Eigenvalues are found by multiples of the covariance matrix by a vector in 2-dimensional spaces (i.e., an eigenvector). This makes the covariance matrix the equivalent of a transformation matrix. Usually, the results of Eigenvalues and eigenvectors are not as clean as in the example above. In most cases, the results provided are scaled to a length of 1.

Once eigenvectors are found from the covariance matrix, the next step is to order them by eigenvalues from highest to lowest. This yields the components in order of significance. Here, the data can be compressed and the weaker vectors removed, resulting in a lossy compression method, with the data lost deemed insignificant. The final stage in PCA is to take the transpose of the feature vector matrix and multiply it on the left of the transposed adjusted data set (the adjusted data set is from Stage 1, where the mean was subtracted from the data).

The Eigen Object Recognizer class performs all of this and then feeds the transposed data as a training set into a Neural Network. When it passes along an image for recognition, it performs PCA and compares the generated eigenvalues and eigenvectors to those from the training set. The Neural Network produces a match if one has been found or a negative match if no match is found [68].

Most face recognition algorithms are extremely sensitive to lighting conditions, so if it is trained to recognize a person when they are in a dark room, it will probably not recognize them in a bright room, etc., and there are many other issues. For example, the face should be in a consistent position within the images (such as the eyes being in the same pixel coordinates), and there should be a consistent size, rotation angle, hair and makeup, emotion (smiling, angry, etc.), and position of lights (to the left or above, etc.).

This is why it is so important to use good image preprocessing filters before applying face recognition. We present an example of this preprocessing stage in the following.

Here, we have selected 15 students from a class and taken 10 photos of each person for a total of 150 preprocessed facial images of the same size (e.g., 92 \( \times \) 112 pixels). We then use PCA to convert all 150 training images into a set of “eigenfaces” that represent the main differences among the training images. First, it will find the ‘average face image’ of these 150 images by obtaining the mean value of each pixel. Then, the eigenfaces are calculated in comparison to this average face, where the first eigenface has the most dominant face differences, and the second eigenface has the second most dominant face differences, and so on, until we have approximately 50 eigenfaces that represent most of the differences in all the training set images.

From our experiment, we have shown the average face and the first and last eigenfaces generated from a collection of 150 images (Fig. 11). Note that the average face will show the smooth face structure of a generic person. The first few eigenfaces will show some dominant features of faces, and the last few eigenfaces (e.g., eigenface 119) are mainly image noise. We can see the first 8 eigenfaces in the image below (Fig. 12).

To explain eigenfaces (PCA) in simple terms, the main differences among all the training images are determined, followed by how best to represent each training image using a combination of those differences.
For example, one of the training images might be composed of the following:

\[(\text{Average Face}) + (13.5\% \text{ of eigenface0}) - (34.3\% \text{ of eigenface1}) + (4.7\% \text{ of eigenface2}) + \ldots + (0.0\% \text{ of eigenface 199})\].

Once it has figured this out, it can think of that training image as the 200 ratios:

\[\{13.5, -34.3, 4.7 \ldots 0.0\}\]

It is indeed possible to generate the training image back from the 200 ratios by multiplying the ratios with the eigenface images and adding the average face. However, since many of the last eigenfaces will be image noise or will not contribute much to the image, this list of ratios can be reduced to just the most dominant ones, such as the first 50 numbers, without affecting the image quality much. To recognize a person in a new image, it can apply the same PCA calculations to find the 200 ratios for representing the input image using the same 140 eigenfaces. Once again, it can just keep the first 50 ratios and ignore the rest, as they are less important. It can then search through its list of ratios for each of its 20 known people in its database to determine which have the top 50 ratios that are most similar to the 50 ratios for the input image. This is basically a method of checking which training image is most similar to the input image out of all 150 training images that were supplied.

The methodology for image capture for our experimental work was as follows: We captured facial video footage for 15 different people, with each person randomly moving their faces during the video capture in order to capture different positions, poses and distances. The system then took many photos (cropped faces) but randomly selected just 10 photos (faces) for each individual person. These 150 images were used as our training images. For the test images, we again captured images of the same 15 people in front of the video camera, with variation on distance, poses and positions. The system randomly captured 10 photos of each of the 15 individuals, with these 150 test images used to validate our system.

4. Results

The proposed and developed system for surveillance has tested under different lighting conditions, facial positions and distances. We have used surveillance video camera to locate faces from video and then used face recognition method to test the credibility of the system. Although the main goal of this developed system is to detect individuals by their faces from a video camera, we also discuss the performances of face detection methods under different conditions. Finally, the effectiveness of the face recognition method used in this system has been tested using 150 facial images of 15 persons. Below, we will describe our findings in terms of face detection and face recognition based on our experiments.

4.1. Results of face detection

As stated earlier, we used Viola-Jones method for face detection [9]. One of its main advantages we found that its feature-based technique is relatively robust to position variations. It also offered compactness of representation of the face images and high-speed matching. However, in our experiment, we found that extreme variations in lighting conditions make it highly error-prone, as these approaches have difficulty selecting the features; consequently, they make arbitrary decisions about which features are important. Below, we describe the method’s behavior under different lighting conditions.

4.1.1. Face detection under different lighting conditions

We conducted our experiment under various lighting conditions to observe the effectiveness of our detection method. The detection method will not work efficiently under extreme lighting conditions, especially when the background exhibits powerful lighting (Fig. 13(a)).

Our detection procedure worked well under normal lighting conditions (300–400 lux), as sufficient features can be gathered with ease (Fig. 13(c)). We can see from Fig. 13(c) that the feature tracker successfully extracted sufficient features for facial recognition. This
Fig. 13. (a) In the presence of extreme light conditions, the Viola-Jones method fails to locate features or (b) only can locate very few features, (c) and (d) the exploited algorithm can locate the highest number of features under good lighting and proper distance (e). In the absence of sufficient light, the Viola-Jones method fails to locate features or (f) locates very few features.

Fig. 14. (a) In the presence of extreme light conditions, the Viola-Jones method fails to locate features or gives false features when more than one face is present. (b) Under good lighting conditions, it can locate the maximum number of features, even for multiple faces.

is also true for the below-average lighting condition (Fig. 13(d)). Here, we show such two examples, one underaverage lighting conditions (100–150 lux) and another under below-average conditions (25–50 lux).

Like the extreme illumination condition, a deteriorating lighting condition can also affect face detection. When we began to deteriorate the lighting condition from below-average, we have found out that our face detection method started to gather less features (Fig. 13(f)), and at a certain point, it failed to collect any features (Fig. 13(e)).

We observed nearly the same results for multiple face detection as observed for single face detection. Under extreme or dark lighting conditions, this detection procedure yields almost nothing, whereas under sufficient lighting conditions, it gives a good result. In the following figure, we show these two conditions.

4.2. Results of face recognition

We have exploited PCA for the recognition of faces in our system, and we have described PCA in detail earlier (see Section 3.3). Face recognition is much more complex (in terms of higher error rate and requires more mathematical operations) than face detection. The success of face recognition depends primarily on image depth, lighting conditions, facial poses and expressions. Variations of faces in terms of poses, image depths and lighting conditions in known database play a crucial role in face recognition. We conducted our experiment under different lighting conditions and facial poses.

4.2.1. Face recognition under different lighting conditions

In our experiment, the recognition rate is much higher for the same or nearly same lighting conditions as in the database. We found that the accuracy rate is nearly 100% (Fig. 15). However, under different lighting conditions, whether extreme, dark or varying, the system has a low rate of 30% or less (Fig. 16).

4.2.2. Face recognition with variation in facial positions

Another major concern for face recognition is different facial positions. At different facial positions, it is very difficult to recognize face without a trained database containing multiple positioned examples.
Table 2

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Accuracy (in percentage %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Same facial position under same lighting condition</td>
<td>100%</td>
</tr>
<tr>
<td>Same facial position but different lighting condition</td>
<td>30%</td>
</tr>
<tr>
<td>Different facial positions under same lighting condition</td>
<td>80%</td>
</tr>
<tr>
<td>Different facial positions under different lighting condition</td>
<td>&lt; 30%</td>
</tr>
<tr>
<td>Same lighting condition but different image depths</td>
<td>62.5%</td>
</tr>
</tbody>
</table>

Therefore, we created a database consisting of some variation in facial positions and then tested a sample of different facial positions with the trained database. We found that the face recognition accuracy for different facial positions in a trained database is 80% (Fig. 17) under the same lighting conditions. However, with different input images under different lighting conditions, the accuracy is much lower, even lower than the 30% we found earlier for the same facial position but different lighting conditions.

4.2.3. Face recognition from different distances

Distance of the facial position or image depth is another major factor we tested using images with different image depths with a trained database. We found that the accuracy rate under such varying image depths is approximately 62.5% (Table 3). This clearly shows how vulnerable the method is if we consider image depth in the system. Here, we show some of our examples.

Different lighting conditions remain the primary challenge of face detection, so in our system, we considered whether the place under surveillance has good lighting conditions. In addition to lighting, there are two other key factors that have to be considered to improve the system and make it useful for face recognition: different facial positions and image depths. Below, we show some of the outcomes of our experiment under different conditions (Table 3).

5. Conclusion

In this paper, we have proposed and developed a system that focuses on face detection and face recognition from a video camera. Implementation simplicity, inexpensive computation, real-time nature and smart acquisition of facial images are some of the features of this system. Face detection is always a challenge, especially face recognition under different lighting conditions, positions and image depths. We found good results when we gathered faces under reasonably varied illumination conditions, positions and depths similar to those of our database. However, the system is highly error-prone under varied illumination condi-
tions, positions and image depths. As the areas under surveillance usually have sufficient illumination condition and cameras can be placed anywhere, our proposed surveillance system can be implemented at offices, educational institutions and different sensitive installations. To address the problem of different facial positions or image depths, we may consider more than one camera at different positions and angles. Intelligent techniques can then be used to help combining all the videos from the camera to make the system more efficient, robust and less error-prone to position variations and image depths. Although, we have not been able to demonstrate a multi-camera surveillance system with intelligent agents here, we think the system will work well at avoiding the constraints posed by the different facial positions and image depths. We also need to keep in mind that a well-trained database plays a crucial role in face recognition. Therefore, to have a high percentage of face recognition rates, we need to train our database with as much variations as possible. This work can be a basic step toward a more advanced system with hybrid methods for face detection and recognition. In addition, many intelligent algorithms can be included with this system to make it a more robust and error free computer-based automatic system for surveillance.
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