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Domain Independent Sentiment Classification with May Lexicons

Bruno Ohana, Brendan Tierney and Sarah-Jane Delany

School of Computing
Dublin Institute of Technology
Dublin, Ireland
bruno.ohana@student.dit.ie; {brendan.tierney, sarehdelany}@dit.ie

Abstract— Sentiment lexicons are language resources widely corpus. We obtain improvements over the baselisealte

used in opinion mining and important tools in unsugrvised
sentiment classification. We present a comparativetudy of
sentiment classification of reviews on six differendomains
using sentiment lexicons from different sources. Quresults
highlight the tendency of a lexicon’s performance d¢ be
imbalanced towards one class, and indicate lexicoaccuracy
varies with the target domain. We propose an apprazh that
combines information from different lexicons to male
classification decisions and achieve more robust salts that
consistently improve our baseline across all domaintested.
These are further refined by a domain independent ore
adjustment that mitigates the effect of the recallimbalance
seen on some of the results.

Keywords: Opinion Mining, Sentiment Lexicon, Sentiment

Classification, Natural Language Processing, Multiple Classifier

Systems

l. INTRODUCTION

across all domains, suggesting that leveragingrrimdtion
from many lexicons is a more robust method for isearit
classification when applied to yet unseen domains.

In the next section we discuss related work in the

literature of opinion lexicons and their applicatoto cross
domain techniques for sentiment classification. ¥den

present our experiment setup and the results disaline
classification task using a selection of lexiconailable

from the literature, plus an additional lexicon Ibdior this

research. We introduce our new proposed approazhes
discuss our findings and avenues for future work.

Il RELATED WORK

A. Sentiment Lexicons

The semantic orientationof a term [21] indicates its
capacity for carrying positive or negative evalvuatvalue. It
is possible for this information to exist a priarith relative
independence from the context it may appear, as eae

A sentiment lexicon is a database that associatedsw words such as “excellent” or “terrible”. For thigason

and expressions with information on their evaluativ knowledge of such terms can be a useful when iiyergi
capacity and positive or negative orientation, Withgentiment and is a motivation for the developmeht o

applications in a number of opinion mining tasksrsas
sentiment  extraction, sentiment
subjectivity detection. Approaches to building t@is
proposed in the literature range from the manuabtation
of word lists to automated techniques leveragingxsting

classification and

collections of opinionated terms into a sentimeridon.

Sentiment lexicons exist as manually annotatechdats
such as the General Enquirer [17] mapping termshen
English language into semantic categories, incldin
sentiment orientation. Initially compiled to assissearch on

language resource such as document corpora oruthesa ggcig| studies, it has proven useful on opinion ingn

Because opinion lexicons embed prior knowledge bt
sentiment of a term or expression, they are pdatiguuseful
in cases when no training data is available. Ithiss an

research and is regarded as a highly accurateolexised as
a baseline for comparisons [1][31]. Other ad-hoouaa
resources were generated for specific researctH@kever

important component of  unsupervised
classification methods.

In this research we investigate the role of sentime
lexicons when applied to sentiment classificatidnuser
generated reviews from different domains. Our dbutions
to research comprise of a comparative study ottaxbased
sentiment classification on multiple domains shagnthat
classification performance varies with the chosexicbn
and the domain it is applied to, and that lexicehsw a
tendency to perform better on either positive ogatiee
documents while underperforming on the other caieda
addition, from this observation we propose an apghchat
takes into account predictions from different lexis by
combining them in a classifier ensemble, and wehéur
extend it by introducing a score adjustment fabtmsed on a
term’s relative frequency of occurrence extractennf a

sentimenthe collection and annotation of a large sizeddexiis an
expensive and time consuming task and has motivated
research in automated methods that leverage existin
language resources to build or expand existingctms.
Early work seen in [21] proposes the extension dia@ce of
seed words by evaluating the presence of connetgimgs
(“and”, “or”, “but”) between adjectives in a largkocument
corpus. Similar corpus based methods exploring rothe
linguistic patterns were proposed in [8], and ir2][&n
extension of this approach suggests using a sigeervi
learning technique to automatically identify langea
expressions that correlate terms, and then exgens based
on such patterns. Term proximity is also invesgédan [10]
where a list of seed terms is extended accordirgneasure

of co-occurrence with other terms in a documenpasr A



lexicon based on proximity measures using documentsredict the sentiment in movie reviews. Similarlg3]

obtained from search engine results is proposddGhand
[14].

Other approaches explore semantic relations irtiegis
language resources, with the WordNet databased®ighba
prominent one: by traversing WordNet's term relasioips
such as synonyms and antonyms, it is possible tendxa
lexicon from a list of seed terms. This approaclsden in
studies employing WordNet-based lexicons for specif
opinion mining tasks [25], [24].

As observed in [23], Wordnet's semantic relatiopshi
form a highly disconnected graph, thus imposingtétions
to extending a lexicon based on this informaticonal An

present several results on applying lexicon-bagpdoaches
to sentiment classification, and the authors almahstrate
how lexicon based and supervised learning can biced
as different sources of information to obtain lrette
classification results. A similar approach is sean[1]
applied to cross domain sentiment classificatioareha
WordNet-based lexicon is applied in conjunction hwit
supervised learning methods to produce an ensewible
classifiers for document and sentence level sentime
classification on different domains and genres. [H)
different scoring techniques are evaluated on threain of
film reviews using the SentiWordNet lexicon.

approach to overcome this issue is proposed in the Work closely related to our research is seen ir],[14

SentiWordNet lexicon [3], where descriptive texntaned
in term glosses is used to train a committee ofestiped
learning classifiers and predict the orientatiomaff yet seen
terms.

where a sentiment classification experiment acdifésrent
domains uses a custom built sentiment lexicon wait®
exploring the use of linguistic clues such as riegaand
valence shifting terms.

Methods that use a thesaurus for building sentiment

lexicons are also found in the literature: In [3tje

lll.  EXPERIMENT

Macquairethesaurus is used to extend a list of seed words Qur research aims at establishing how lexiconst buil

obtaining a high precision, high coverage lexiomhile [32]

using different methods and knowledge sources partm a

use theRogetthesaurus to extend a list of words representingentiment classification experiment across many ailosn

different emotion categories.

B. Sentiment Classification

The objective of sentiment classification is todice the
overall sentiment orientation conveyed in a piefciext such
as a user review, blog post or editorial. Sevenglesvised
learning approaches were proposed in the past degdd
considerable success: early work from Pang et @]. [

Our choice of lexicons is a mixture of building he@ues
available in the literature, from manually compilegources
to automated build methods. We use General Inquirer
[17] and theSubjectivity Clueg29] lexicons. The later is a
collection of opinion bearing terms gathered frormnomally
annotated resources and extended via automatiacégtn
from text and thesauriSentiwordNe{3] is based on the
WordNet database and uses its semantic relatioespand

presents a series of experiments evaluating variou$ |ist of seed words and further expanded by exagia

supervised learning algorithms for classifying fiheviews
as positive or negative. Work from [26] shows thagher

term’s textual explanation (glosses) present indatbase.
Finally we introduce a sentiment lexicon basedrenMoby

order n-gram vectors can obtain good results WheBuinc domain thesaurus for the English language

significantly larger data sets are available faining. A
similar approach is seen in [27]. The addition d¢heo
features derived from parts of speech to a supevis
learning model is explored in [10]. In [18] a maththat
detects and scores patterns in part of speechpiedpto
derive features for sentiment classification, wathsimilar
idea applied to opinion extraction for product feas seen
in [28]. The work of [4] and [2] present experimenising
similar techniques and improve their results by igica
feature selection step to the classifier trainitags.

(http://icon.shef.ac.uk/Moby The lexicon is built by
exploring the grouping of semantically related wsord
available in Moby to extend a list of core words.id
included in the experiment as a means to assess how
sentiment classification performance varies witk thild
method and the underlying language resource itils tpon,
and thus the focus of our discussion will be ontiesting its
results on sentiment classification with that dfestlexicons
rather than the lexicon’s term accuracy to a gaéshdard.
The lists of opinionated terms are initialized wit positive

However, experimental results seen in [2] show thagng 55 negative words manually annotated by theoasit

supervised learning techniques using in-domain dataot
scale well across different domains: words that eng&od
predictors within a domain are not easily geneealjzfor
example in the case of actor or director namesgbgood
predictors of author opinion on film reviews andshmaking
useful features to train a classifier but whichunaty will
have limited applicability on an unrelated domdim.this
context, interest on techniques that rely less omain
knowledge has grown considerably. These includenoast
that leverage properties of natural language, disen
analysis and lexicons.

The use of lexicons in sentiment classificatioséen on
an early experiment reported in [6] using term ¢mgnto

covering Lemke’'s semantic categories for evaluation
presented in [11]. The lists are then expanded dxjing
related terms from Moby while removing terms thppear

on both categories. After one iteration of the e&gien we
obtain the lexicon presented here.

Table 1 presents comparative figures from eactcdexi
All lexicons indicate opinion polarity by means afreal
valued positive and negative score ranging froro Q.tFor
lexicons where no numeric score is provided a valug is
assigned to the category the term belongs (positive
negative) and zero otherwise. Agreement is caledlah the
basis of whether a term belongs to positive, negatr
neutral classes on the two lexicons — i.e. the emlfor



opinion scores may be different, so long as thécative
sentiment is the same (a positive score of 0.5egitdn A
and 0.7 on lexicon B would be considered in agregme
Where both positive and negative scores are prdsetiie
same term (indicating sentiment for different sejhs¢he
highest score is considered for agreement.

TABLE I. COMPARISON OFLEXICONS IN EXPERIMENT
Lexicon Adjectives Verbs
Pos|Neg|[ Total [ ) | £&|Pos [Neg| Total [ g [ &
3 3
3 3
@ @
3 3
Gl [17] 771|800 | 2514 |N/A [N/A |406 | 702 | 2331| N/A | N/A
Subj. Clues |1533|2513| 3944 (1432 | 83.51) 742| 1542272 | 831 | 85.92
[29]
SWN [3] |7668[9660|21436[2058 |55.78| 2146262311306 | 2147 | 49.97
Moby 3032|3963 6966 |1354 | 53.69 500 614 1114 414 31.4

Using the General Enquirer (Gl) as a baseline texior
our comparisons, we see that the rate of agreeamehthe
number of terms in common (sd® Gl column) vary
considerably for lexicons built using different imeds and
based on different knowledge sources. Gl
Subjectivity Clues lexicon are close in size anceament as
the later incorporates all of Gl data. SentiWordR&{VN)
and Moby are built upon different knowledge resesrand
show a higher rate of disagreement with Gl. Sufflerdinces
can be attributed in part to inaccuracies in thidbmethod
and the underlying knowledge resource itself. Hoavesome
authors support the view that opinion polarity fortain
terms can be ambiguous, and that is seen on higitslef
inter annotator disagreement [1], thus it is alsssible to
attribute the disagreement to different knowledgerces
taking different viewpoints on the predominant geent
orientation of a term.

A. Sentiment Classification by Term Scoring

We determine document sentiment based in the sum {)2

the scores for terms found to carry positive or atieg
orientation under the assumption that author semtinis
correlated to the choice and number of opinionaezths
present in the text. Similar scoring approachessasn on
previous research in [5][6][12][13]. The scoring thd
extracts opinion scores from a lexicon for eachchiag

term in the document, and the class with the hitghe%

aggregated total score determines overall sentiment
Information from the sentiment lexicons is relatedstly
to individual terms, and categorized by part ofegresuch
as adjective, verb or noun. To compute this infdiomafrom
plain text we employ an automatic part of speedyea
application: the Stanford POS Tagger
(http://nlp.stanford.edu/software/tagger.shtml We  have
chosen to include adjectives and verbs in the roemt
classification scoring, as these have been sedye tgood
indicators of opinion in documents [6][14].

and thé

sentences “this book is great” and “this book issmgreat”
convey very different sentiment despite contairtimg same
positive term. We employed a variation of tiNegEXx
algorithm [7] for detecting sections of the documesere
sentiment is being affected by a negating exprasdiegEx
works by scanning the text for a collection of kmow
negating expressions, and marking terms as beiggtee
according to a “window” that determines how mangyme
ahead or backwards are affected. When a negated iser
found the affected terms have their opinion scoresrted.

B. Data Sets

The experiment is executed on six data sets conggin
user generated reviews from different domains: rtfevie
review data set extracted from IMDB [6]; the TripAsbr
data set of hotel reviews presented in [19] and &alditional
data sets of reviews in books, apparel, music amgwmer
electronics domains extracted from the data predein
[15]. For these data sets, users could score op@iions on
a scale of 1 to 5, only reviews rating 4 and 5 vetresen for
the positive class while reviews scoring 1 and 2ewaelded
to the negative class. The proportion of positivé negative
reviews on all data sets is 50% each; the compiet of
each data set is: music: 5902; apparel: 566; @000; hotel:
2874, electronics: 2072; books: 2034.

C. Baseline Results

In Table 2 we detail the baseline accuracy results
obtained from using term scoring on each of ther fou
lexicons discussed previously. The best result ache
domain is highlighted.

We observe first that using the same scoring mettwd
single lexicon performs best across all domainsgfample
SWN wins in the electronics, hotels and music dosai
while Subjectivity Clues wins on books, films anpbparel.
This suggests a specific match of opinion termsentiéely
to appear in a domain and their opinion informafimm a
given lexicon are contributing to the final accyraesults.
Secondly, an imbalance on class recall can be ettin
any of the results. For instance, Gl and Subjigti®lues
xicons show high recall on the positive class\ary poor
results on the negative class on all domains; SWiws the
same trend but results are more balanced on thedfilmain
while Moby shows an inverted trend. Performance
imbalance results were also seen in [12] on a aileficon
experiment, where the scoring results for cross aiom
sentiment classification were adjusted by applgrapnstant
ultiplier.

Our results however show the class imbalance is not
constant across different domains, and is depenglerhe
choice of lexicon. Thus applying a constant coroecfactor
to the resulting score may be limited in its betsedis it may
not guarantee good results on a yet unseen domaimen
using a new lexicon.

Negation detection is also an important factor when

predicting sentiment from term information. Cleariye



TABLE II. BASELINE SENTIMENT CLASSIFICATION RESULTS (See [34] for a survey of techniques) they WOU|quE§
availing of a training data set on a given domaihich may

Data Set | Lexicon | Accuracy| Recall Recall . s . L
(%) Pos. Class| Neg. Class not give us the desired estimates on a cross dosoeimario.
Eilms Gl 66.85 37.70 4600 Forthis experiment we treat the calculated nomedliscores
Subj. Clues 68.2 83.00 53.40 as uncalibrated posterior probabilities. We give thsults
SWN 65.65 64.90 66.40  from each approach in Table 3 and compare thenmsighie
Moby 58.95 7.90 96.04 best baseline obtained on each domain.
Hotels Gl 65.97 99.3d 32.64
Subj. Clues 67.19 99.58 34.73 TABLE lll.  ACCURACY COMPARISON— COMBINING LEXICONS
SWN 71.68 96.31 47.04
Moby 65.66 48.64 82.67 Film | Hotel | Elect. | Books | Apparel | Music
Electronics Gl 63.85 91.99 35.71 Maj. Vote 68.55 |735 68 63.77 66.25 65.62
Subj. Clues 66.9 93.68 3996 |Sum Rule 69.6 80.23 | 69.35 65.63 68.37 67.54
SWN 67.18 76.93 57.43 Max Rule 67.8 79.82 | 62.36 62.88 63.07 65.38
Moby 53.96 45.73 62.55% Best Baseling68.2 71.68 | 67.18 | 63.72 65.55 65.08
Books Gl 60.5: 87.41 33.6°
Subj. Clues 63.72 88.79 38.64 When using the sum rule, classification accuracies
SWN 62.05 70.01 54.08  improved over the best baseline on all domains.
Moby 57.82 55.95 59.69
Apparel Gl 64.31 90.11] 385p E. Adjusting Scores Based on Term Frequency
S“gjwi'“es gi‘i? 32‘?? 5336‘7(;4 One possible reason for imbalance on scores ifattte
Moby 5424 25.94 6254  that certain terms do naturally occur more oftetailguage
Music Gl 60.74 92.38 2011 than others, irrespective of what overall sentimergiven
Subj. Clues 61.71 94.1f 29.24 text is conveying. Such terms can negatively affect
SWN 65.08 81.67 48.49 classification accuracy should they appear in @xias a
Moby 59.6¢ 56.2: 63.0¢ non neutral term.

One approach to test this hypothesis is to adjost t
D. Combining Lexicons scores of a term according to how frequently theguo on

Based on our previous observations we argue tret eal@nguage regardless of the opinion of underlying. teve
lexicon, with its particular choice of terms andceded €Stimate term frequency by calculating relativeyfrencies
sentiment information is uniquely capable of reagha ©Of all terms in a lexicon based on frequency datsaeted
classification decision. Such decisions can be ewegp from the Brown document corpus for the news, resiewd
against that of other lexicons in a voting schegmical of ~ editorial categories, under the assumption the data
classifier ensembles. As pointed out in [20], thpproach representative from a mixture of natural languaegeé from
could yield more robust results if classifiers lwhsen  different domains likely to appear on opinionatedtt In
different lexicons are independent in how they poed our adjustment terms more likely to appear in aabjt text
classification errors. We choose three distinciclenxs based have their scores reduced according to the formivien in
on their differing build methods and rate of dissgnent (1)
with the General Inquirer lexicon as shown in Talite o o — (1)
SentiWordNet, Subjectivity Clues and Moby. The aatile Sog(W)=s(w)*(1— freg(w))
is that this selection will maximize the use of que . . .
information contained in each lexicon when making a] _Where s(w) is t_he unadjusted score obtameql from a
prediction. exicon andfreq(w) is the frequency of worev relative to

The document score calculation obtained from eacff@ ©of the most frequent term found in the lexicon
lexicon provides normalized real valued positived an computed from corpus data, valued between O arichds

negative scores which allow us to experiment ofexifit  the impact of a highly frequent term to the ovedai€ument
approaches to majority voting. We obtain a predicti Score is reduced according to how frequently éxpected
according to three of the schemes presented in [@3] to occur. We present the results of frequency aegliscores
majority votingeach prediction receives an unweighted votegfor the majority voting schemes in Table 4.
and the class with highest votes is selected;stira rule
states that the ClaSS Wlth the hlghest aggregames TABLE IV. ACCURACY COMPARISON— FREQUENCYADJUSTMENT
(obtained from the document scoring using eactcteni is Film Hotel |Elect. |Books | Apparel | Music
selected; while thenax rulechooses the class whose score isMaj. Voting + Freq [69.6 |76.62 [70.08 [65.39 [67.49 67.6
the highest obtained from the scores of each iddali [SumRule+Freq |69.9|80.79 |68.68 [66.22 |68.73 | 68.32
lexicon. Max Rule + Freq  |66.2 [80.27 | 61.34 | 63.27| 63.6 66.18
The above ensemble schemes assume the use [FMRule 69.6 18023 | 69.35 | 65.63, 68.37 | 6759
classifiers that produce posterior class probagslit Our —BestBaselin 668716t 167.1¢ [63.7: 1655 165.0¢
experiment uses normalized scores and while ibssiple to
transform those into an estimation of posteriorbpiulities




IV. DISCUSSION

A. Class Imbalance

Results on Table 2 show that recall for some leéto
predictions display a considerable class imbalanctseen
on accuracy figures alone. This behavior is unwdrde
practical application where misclassification costsy with
class, or class distribution may be skewed. To nreathe
effects of our methods on class imbalance, we denghe
minimum class recall across the different methazged.
Table 5 compares the minimum recall obtained oheeit
positive or negative class obtained from the expent with
best accuracy results from each approach investigat

TABLE V. MIN. CLASS RECALL FOR EACHEXPERIMENT
Film | Hotel | Electr. | Books | Apparel | Music
Sum Rule + Freq| 611 66.39 62.26 60.08 60./8  54(29
Sum Rule 65.6 64.37 59.36 55.15 57.p5 50|66
Best Baseline 534 47.04 5743 38.64 36J04 48.49

obtained by a single class when combining lexicams]
even though gains in classification accuracy seen o
frequency adjustment are small, they still provide
improvements over the worst case class recall ldoualone
domain, making correct predictions more evenlyritiated
across positive and negative documents.

B. Statistical Comparison of Results

improvements on either version are significant when
compared to the best single-lexicon baseline.

V.

In this research we show how different Iexiconsqren
on the task of document sentiment classificationlifferent
domains. Our results indicate that given a fixedrisg
method the performance of a given lexicon is depatdn
the domain it is applied to. Additionally, a lexite
tendency to perform better on either positive ogative
predictions can also depend on the domain anddexised.

By combining the predictions of classifiers using
separate lexicons using the sum of all scoreseaprigdictor
we obtained consistently better accuracy resulés tany
method based on a single lexicon, across the shai® in
our experiment. Moreover, by introducing a score
adjustment based on term frequencies computed from
separate corpus, we were able to mitigate imbal&éswes
on class recall making it a more promising approfah
cases when misclassification costs can vary wal<cl This

CONCLUSIONS ANDFUTURE WORK

asuggests using many lexicons from different knogéed

sources can be a more robust approach for crossidom
sentiment classification. Exploring this techniquéth a
wider variety of lexicons and determining critefida adding
lexicons to an ensemble are interesting extensadrihis
research.

Mitigating some limiting factors of lexicon based

approaches such as leveraging opinion present in

Our experiment generates performance results acro§XPressions not constrained to a single word ariaming

different data sets, and to measure the statistadadity of
the improvements obtained we use Wélcoxon Signed-

the scoring algorithm to account for indicative eduof
subjectivity and document structure are also Sgrasewe

Rank test based on the ranking of differences of pairedvould like to explore in the future. We see sentitme

results of a performance metric across differeststelt is
argued in [30] that it is a more suitable testdaperiments
on different data sets. We first rank the diffemn each
classifier’s results as illustrated on Table 6.

TABLE VI. WILCOXON SIGNED-RANK TEST
Film | Hotel |Electr. | Books | Apparel | Music
Sum Rule 69.¢ 80.23 69.35 65.63 68.37 67.55
Best Baseline | 66.85 71.68 67.1§ 63.77 65.55 65.09
Difference (+100) [0.0275 0.0855 0.0217 0.019] 0.0282 0.0247
Rank 5 6 2 1 4 3

For each classifier, we sum the ranks for all cagesn
the classifier outperforms the other and calcultte
Wilcoxon statisticW, which is the smallest of the ranked
sums. This can be compared to the critical valueNs6
data sets. Results for treum rule outperform the best
baseline in every test, th®® = 0 and is below the critical
value. The null hypothesis of no reliable differerietween
results can be rejected and the improvement isiderl
significant with a confidence level of0.05.

Moreover, calculating the same statistic for the
frequency adjustedsum rule is not significant when
compared to the non-adjusted version, as the sesul
improved on all but one data set. We note howevat the

lexicons as a key building block of domain indepemtgd
unsupervised sentiment classification, and itscéiffe use
will contribute to better methods in this area.
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