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Abstract

In 2009 we created the D64 corpus, a multi-modal corpus which consists of roughly eight hours of natural, non-directed spontaneous interaction in an informal setting. Five participants feature in the recordings and their conversations were captured by microphones (room, body mounted and head mounted), video cameras and a motion capture system. The large amount of video, audio and motion capture material made it necessary to structure and make available the corpus in such a way that it is easy to browse and query for various types of data that we term primary, secondary and tertiary. While users are able to make simple and highly structured searches, we discuss the use of conversational hotspots as a method of searching the data for key events in the corpus; thus enabling a user to obtain a broad overview of the data. In this paper we present an approach to structuring and presenting a multi-modal corpus based on our experience with the D64 corpus that is accessible over the web, incorporates an interactive front-end and is open to all interested researchers and students.

Index Terms: large-scale multi-modal corpus, corpus design, phonetics, interactive platform

1. Introduction

In recent years, the rapid development of speech technology has facilitated the use of extremely large corpora of speech in linguistic and socio-linguistic research. While read and strongly controlled conversational speech may still retain their importance for phonetic research, interest is now also turned to more spontaneous and less controlled recordings. Arguably, the fewer constraints placed on conversational speech, the more naturalistic the data set is. Examples of such naturalistic corpora are Switchboard [1], Call-Home [2] and the Childes corpus [3]. As human interaction is multi-modal in nature, studying it entails the consideration of its visual and auditory modalities. Examples of such multi-modal corpora are the AMI corpus [4] and the Bielefeld Speech and Gesture Alignment Corpus (SaGA) [5]. In the latter one, for instance, participants were asked to give route directions in order to study the interplay between speech and gestures. The D64 corpus also aimed to capture natural interaction for study in relation to different modalities, but without restricting the interaction to specific tasks such as map tasks, general role plays in meetings or formal work group meetings. The purpose was to collect speech which was not domain and/or function specific. Consideration was given to the level of control exerted over the recordings and its effect on the type of interaction between participants.

2. Our objectives

The objective of this paper is to discuss the logical and coherent structuring and presentation of a large multi-modal corpus with a web based interface. This is described in the context of the D64 corpus, created in Dublin in November 2009 [6]. First we give an overview of the D64 corpus, briefly detailing the methods used to create it. Then we discuss methods to organise and structure large amounts of multi-modal data. Finally, we examine the methods of creating a web-based interactive platform.

3. Overview of the D64 corpus

The D64 corpus was recorded over two successive days in a rented apartment, resulting in a total of eight hours of recorded data [6]. The apartment was chosen for its relaxed atmosphere in contrast to a laboratory setting. Comfortable chairs and sofas were placed around a coffee table. The apartment offered enough space for participants to move around and they were even given the possibility to eat and drink whenever they wanted. In the last session participants consumed alcohol. Five participants took part on the first day and four on the second. Three of the participants were male and two female. They were colleagues and/or friends (with the exception of one naive participant), ranging in age from early twenties to early sixties. The conversation was not directed and ranged widely over topics both trivial and technical. On both days, video, audio and motion capture data were recorded using video cameras, microphones and a motion capture system.

Figure 1: Room plot of the recording setup for the D64 corpus.

Figure 1 details the recording setup for the D64 corpus. As can be seen in Figure 1, the cameras were strategically placed...
to cover all seats in the room. The 360° camera was placed in the middle of the seats to allow for all participants to be captured. The vinyl record turntable in the left hand corner was used to synchronise the motion capture cameras placed around the room. In addition to the microphones indicated in figure 2, participants wore head and/or body mounted microphones. A total of eight audio files and ten video files are available for Session 1 (see figure 2). Manual post-recording synchronisation was necessary as not all media devices were started at the same time.

<table>
<thead>
<tr>
<th>File name</th>
<th>Datetime</th>
<th>Folder</th>
<th>Primary</th>
<th>Secondary</th>
<th>Tertiary</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1M1P1.wav</td>
<td>01/04/18</td>
<td>audio</td>
<td>on</td>
<td>off</td>
<td>off</td>
<td>yes</td>
</tr>
<tr>
<td>S1C1P12.flv</td>
<td>01/04/18</td>
<td>video</td>
<td>off</td>
<td>on</td>
<td>off</td>
<td>yes</td>
</tr>
<tr>
<td>S1C2P3.flv</td>
<td>01/04/18</td>
<td>video</td>
<td>off</td>
<td>off</td>
<td>on</td>
<td>yes</td>
</tr>
</tbody>
</table>

4. Organising the D64 corpus

We structured the D64 corpus in three related layers: primary, secondary and tertiary data (see figure 3). We consider primary data to be the video, audio and motion capture files. The secondary data consists of the meta data (i.e. information relating to the participants, the interaction, the recording and the equipment). Tertiary data corresponds to multi-modal annotations of the corpus data: prosodic, gesture, discourse annotation etc.

4.1. Naming convention and synchronisation of audio and video files

In the case of the D64 corpus, both naming convention and synchronisation between the different files was conducted in 4 separate stages (see Figure 4). This was necessary because of the numerous different audio and video sources used. In a first step, criteria for the naming of the media files were chosen, with the final naming schema being as follows: the session during which the file was recorded, the format of the data (audio or video), and which person was recorded in the file. In a second step, all audio and video files were set into time relation to a master file. In a third step, all files were time coded in real time and converted into a common file format.

4.2. Metadata

Documentation of the metadata is an important aspect of corpus development. Types of metadata include, details of the level of interaction constraint (task-based, scripted dialogue, role play etc.), the recording equipment, the studio set up, and the participant information. Annotation of this type allows researchers to make informed decisions regarding the analysis of the data. In the context of the D64 corpus, social interaction took place between three high-ranking male academics and two female students. Within this interaction group, two of the male participants’ native language was English while German, Dutch and Swedish were the native languages of the other participants. The whole conversation was held in English. Depending on the purpose of the study this type of information may be of interest. Various initiatives exist for annotating metadata: the Dublin Core Metadata Initiative (DCMI) [8]; the Open Language Archive Community (OLAC) [9]; the ISLE Metadata Initiative (IMDI) [10] and Mpeg7 [11]. Adaption of any particular metadata schema is dependent on the level of desired annotation and the type of the data obtained, with some schemas being more suited to particular types of data than others. Existing schemas are being tested in relation to the D64 corpus to ascertain the most suitable schema.

4.3. Annotations

The multi-modal nature of the D64 corpus means that various forms of annotations can be carried out e.g. phonetic, prosodic, affective, gestural and semantic. Annotation of corpus files can be carried out using a variety of open sources tools such as Praat [12], Wavesurver [13], ELAN [14] and Anvil [15]. Consideration must be given to relating this information to the primary (audio, video, motion capture files) and secondary (metadata) data. The following section discusses the data structuring.

5. Structuring the D64 data

Looking through a corpus in real time can be tedious and time consuming. In order to address this problem, a database can be used to structure the data in a meaningful and coherent way,
thus enabling relational querying and browsing to be carried out. Open source methods such as PHP [16], HTML5 [17] and MySQL [18] allow the creation and use of a database in a cost effective, transparent and replicable manner. Structuring the data in such a way also offers the possibility of using a web-based front-end, built on top of the database, to provide a method for searching and querying the data: this facilitates wider access and use of the corpus data.

Within the corpus, hotspots are identified to enable a researcher to have a quick overview of key points in the conversational data. Following [19], we define hotspots as regions in which participants are highly involved in the discussion. A hotspot might be a location where people disagree, laugh simultaneously or where the dynamics of the conversation change notably.

The annotation schema designed for hotspots in our work assumes that listeners are generally able to detect hotspots without necessarily knowing what the current topic of the conversation is. Therefore, our annotation schema ought to rely on a little semantic pragmatic interpretation as possible. Compared to many multi-modal annotation schemas, our annotation schema only differentiates between two concepts - social distance and arousal [6]. The annotation schema proposed was assessed and presented at the Pink Cost 2102 conference in Budapest in 2010. See [7] for more information.

In addition to using hotspots, the data can also be queried in a simple or highly-structured manner. A simple query may consist of searching for the phonetic annotation of audio files, for a particular participant or all data related to all male participants in a corpus. Likewise a user might be interested in a more general search such as all data related to all male participants in the corpus. A highly-structured query might consist of searching for phonetic data relating to two different participants in a particular file (video, audio or motion capture) at a particular time.

The ability to query the data in this manner requires that the various forms of annotation be uploaded and parsed to the database. This can be achieved through an upload form on the browser front-end, with the caveat that the structure and type of database. This can be used to work in parallel and collectively on the same consistent corpus. Further, being able to examine those annotations made by other users.

Web-based interfaces and annotation tools can be used to crowd-source corpus annotations [26, 27] and can provide a simpler corpus interface method [28]. Web-based annotation tools provide significant advantages over platform dependent, offline annotation tools, allowing large numbers of annotators to work in parallel and collaboratively on the same consistent corpus [29, 30].

While tools like ELAN [14] and Anvil [15] have been made available to display several video sources, work is being undertaken to provide a greater level of functionality and degree of interactivity for the students to annotate and visualize the D64 corpus data and annotation. Figure 5 displays our web interface design.

![D64 Multimodal Corpus](image)

**D64 Multimodal Corpus**

- **Home**
- **About**
- **Video**
- **Audio**
- **Motion Capture**

**Meta-Data**
- Participant: Jane Doe
- Gender: Female
- DOB: 01/01/10
- First Language: English
- Second Language: German

**Files**
- Video
- Audio

**Annotation**
- Phonetic
- Linguistic
- Affective
- Gesture
- Prosodic

Figure 5: Web interface design.

### 6. The D64 web-based interactive platform

Sharing linguistic resources is essential to progress in interdisciplinary research. For example the CRDO-Aix (a Resource Center for the Description of Oral) [22] provides academics with the possibility to share resources online. In a similar manner to the CRDO, we want to make the D64 corpus available on the web. We argue that a corpus that was originally devised for studying natural conversation, can be used both as a research tool and serve as a teaching resource. A browser based front end enables users to access the data and utilise it for their own ends. Furthermore, programming platforms such as Adobe Flex [23], Microsoft Silverlight [24] and the open source HTML5 protocol [17] allow for the creation of Rich Internet Applications that can be used as interactive corpus interfaces and annotation tools [25].

In order to preserve work in progress but also because of ethical considerations, different levels of access have to be set up. Similarly to the CRDO, a tiered access system, which enables control through the use of a registration and password system, is put into place. Users can be given access to only some of the recordings and annotation data, while full access is restricted to a small number of researchers.

For a given user group of students, it is possible to use part of the D64 corpus to test and develop their hypotheses through the novel user-friendly database design available on the internet. The web based nature of the corpus and the database backend allows a level of interactivity not usually available with large corpora. Work is being carried out on methods to enable students to contribute their annotations to the D64 corpus, while being able to examine those annotations made by other users.

Web-based interfaces and annotation tools can be used to crowd-source corpus annotations [26, 27] and can provide a simpler corpus interface method [28]. Web-based annotation tools provide significant advantages over platform dependent, offline annotation tools, allowing large numbers of annotators to work in parallel and collectively on the same consistent corpus [29, 30].

While tools like ELAN [14] and Anvil [15] have been made available to display several video sources, work is being undertaken to provide a greater level of functionality and degree of interactivity for the students to annotate and visualize the D64 corpus data and annotation. Figure 5 displays our web interface design.

### 7. Conclusion

This paper has examined methods of organising and structuring a multi-modal corpus based on our experience with the D64 corpus. We have discussed how we structured this corpus in three related layers, for primary, secondary and tertiary data.
Moreover, we have addressed issues on naming conventions and synchronisation of audio and video files, documentation of the metadata and other forms of annotation based on the corpus such as phonetic, prosodic, affective, gestural or semantic annotations. We have shown how a database can be used to structure the data in a meaningful and coherent way. This structuring enables a web based front end to be developed, thus providing wider access for students and researchers to the corpus data. This novel approach to corpus creation and distribution offers the possibility to query the data both in a simple and highly-structured manner. We also discussed the use of hotspots to give users a broad overview of key events in the D64 corpus. Furthermore, it was argued that a web based interface provides a convenient method of corpus annotation whilst providing wider access to the recorded data, thus facilitating the collection of large scale (crowd sourcing) annotations. The development of speech synthesis and related technologies, along with the development of more intuitive computer interfaces is often reliant on large readily available data sets.

8. Future Work

Work is continuing on the development of the back-end database and an easy to use web-based interface. Feasible methods of parsing offline annotation data are being examined, as are the various annotation file types and structures.
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