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SAMATS - Triangle Grouping and Structure Recovery 
for 3D Building Modeling and Visualization 

Joe Hegarty and James D. Carswell 

Digital Media Centre, Dublin Institute of Technology, Aungier St., Dublin 2, Ireland 
{joe@dmc.dit.ie, jcarswell@dit.ie}

Abstract.  Location based and spatial technologies research for the web has 
endless application for mobile/position content delivery (m-commerce or p-
commerce).  By exploiting the inherent location-based intelligence of the un-
derling spatial component, relevant examples can include geometrically accu-
rate and photo realistic virtual representations for: property assessments; 
land/marine information systems; routing information; on-line shopping; cul-
tural heritage/tourist information/sites; etc.  A major challenge for this technol-
ogy is its reliance on professional developers when creating the virtual worlds 
used for web-based navigation of these services.  This paper describes 
SAMATS, a Semi-Automated Modeling And Texturing System, which has the 
capability of producing geometrically accurate and photorealistic VR building 
models for web-based p-commerce applications from a set of geo-referenced 
terrestrial images.  This paper describes the second of three main components 
that comprise the full functionality of the complete SAMATS implementation.  
It focuses on the triangle grouping and structure recovery steps, while providing 
an overview of SAMATS’ other components. 

1   Introduction 

2D and 3D information visualization using VR modeling is becoming an important 
area of e-commerce research for today’s web-based location based services (LBS) 
applications.  Examples of exploiting VR navigation for both cultural heritage and 
environmental applications can be found in [1,2,5].  However, producing visually 
convincing VR models for these LBS applications requires expert VR knowledge on 
the part of the system developers.  This research investigates building reconstruction 
technology for creating geometrically accurate, photorealistic 3D models from terres-
trial digital photography for use in LBS applications that non-expert VR developers 
can exploit.  It is envisioned that the resulting 3D model output from this work be 
web-enabled and made available to subsequent LBS research endeavors (e.g. for ar-
chaeologists, town planners, tourism, e-Government, etc.).  Being able to produce 3D 
VR building models using terrestrial imagery allows all users to exploit the future 
commercialization potential of web-based LBS. 

In the literature, it can be seen that many previous and contemporary modeling sys-
tems require manual correspondences to be made across the image set in order to 
accurately determine the models 3D structure.  For example, Ullman (1976) was 



among the first to investigate the principle of modeling structure from motion and 
along with Taylor and Kriegman (1995) require manual correspondences to be made. 
[12,13]  Debevec et al (1996) approached the problem differently by creating a mod-
eling and rendering system that allows the user to create models using a set of block 
primitives and by setting constraints on these primitives.   

More automated modeling approaches are seen to involve the modeling of roofs 
from aerial imagery.  However, models produced in this way fail to capture building 
façades accurately.  Countering this, Lee et al [8,9,10] have looked into the merging of 
façade textures from ground based imagery with models produced from aerial im-
agery.  Results closer to our approach can be found in [3] where a large set of 3D 
building models is constructed by using spherical mosaics produced from accurately 
calibrated ground view cameras fitted with a GPS device.  Although highly automated, 
this system was limited to modeling simple shaped buildings by simply identifying the 
rooflines and extruding walls downwards.  [14] Still closer is an example of extracting 
building and window edges which, like SAMATS, determines correspondences auto-
matically, although a rough model of the structure being modeled is required in order 
for this system to work.  This approach differs from SAMATS as we do not require 
such a model to be available a-priori. 

SAMATS uses a novel approach to creating building models without the need for 
manual correspondences to be made.  The ability of SAMATS to remove the manual 
correspondence step found in most modeling approaches is achieved by having all 
images geo-referenced in the same reference frame.  However, the acquisition of geo-
referenced terrestrial images is still a bottleneck that does not have a straightforward 
solution.  It is a process that requires knowing both the X,Y,Z ground coordinates of 
the camera station plus the orientation of its field of view.  SAMATS does not solve 
the difficulties in acquiring geo-referenced imagery - it only investigates the useful-
ness of such imagery in the overall modeling process. 

 

 
Fig. 1. SAMATS system diagram.  The highlighted steps are the focus of this paper. 

 



Modeling and rendering in SAMATA is a 2 stage process.  The first stage is broken 
into 3 steps – namely: building edge highlighting; building edge recovery; and build-
ing reconstruction (i.e. structure recovery).  This paper focuses on the triangle group-
ing and structure recovery steps in the modeling stage of SAMATS, but for complete-
ness gives an overview of the other components.  For a detailed description of the 
edge highlighting component and the intersection rating component refer to [6].  For 
all other components refer to [7].  Figure 1 shows a systems overview of SAMATS. 

2   Modeling 

This section describes the process used to model the geometry of a building from a set 
of geo-referenced images using only simple edge highlighting by the user.  The basic 
concept behind the modeling process is as follows; if one has two images of a scene 
taken from different locations, and the exact position and orientation of the camera is 
known for each image (i.e. the exterior orientation parameters Xo,Yo,Zo,Ω,Φ,Κ) then 
the exact location of any point visible in both images can be determined.  This con-
figuration is illustrated in figure 2.  The modeling process outlined in this section 
extends this idea by using planar triangle intersections to find edges rather than line 
intersections to find points.  The modeling process can be split into three main steps; 
Edge Highlighting, Edge Recovery and Structure Recovery. 

 

 
 

Fig. 2. Line projection used to determine a point in 3-space. 

2.1   Edge Highlighting 

Edge highlighting is the only manual step performed by the user in the SAMATS 
modeling process.  Primary lines and secondary lines are used to highlight edges in the 
images.  Primary lines are used to recover the position of building edges directly, 
determining the core structure of the model.  They are responsible for the creation of 



every vertex in the final model.  A secondary line is used to connect these primary 
lines together and must have each of its endpoints connected to one or more primary 
lines. 

The reason the entire model is not defined by primary lines is because it is difficult 
to recover some edges given the input data.  Primary lines are well suited to recover-
ing the position of vertical edges because it is possible to create arbitrarily large an-
gles of intersection about the vertical edge axis.  However, for horizontal edges near 
camera level it is not possible to create arbitrarily large intersection angles, making it 
difficult to recover the horizontal edges accurately since slight inaccuracies in the 
camera’s interior or exterior orientation parameters results in large errors in estimated 
edge location. 

 

 
 

Fig. 3.  Screenshot of the edge highlighting application.  Note that the vertical edges 
are highlighted using white primary lines while the horizontal roof tops and building 
footprints are highlighted using black secondary lines. 

 
Secondary lines work by connecting primary lines, where the use of a primary line 

would be prohibitive due to insufficient intersection angle between the triangle planes.  
Since primary lines will generally be used to recover the vertical edges of buildings, 
secondary lines should then be used to highlight the horizontal wall bases (building 
footprints) and roof tops, which indicates to the system that these edges should be 
connected without invoking the same recovery technique used for the primary edges. 



Primary edge must be highlighted in at least three images, this is a requirement of 
the automated correspondence algorithm.  It can be advantageous to define a primary 
edge in more than three images when trying to recover edges that are poor primary 
edge candidates.  Secondary edges need only be defined in a single image.  Figure 3 
shows a screenshot of the edge highlighting application. 

2.2   Edge Recovery 

After the primary edges have been manually highlighted, six automated steps are per-
formed to recover the final edges; Line Projection, Triangle Intersection, Correspon-
dence Recovery, Edge Averaging, Vertex Merging, and Secondary Edge Recovery.  
Each of these steps is described next. 

2.2.1   Line Projection 
The first step in determining the positions of the primary edges is to project the 2D 
primary lines to form 3D triangles.  The interior and exterior orientation parameters of 
the camera are used to project the primary lines from the cameras position out to infin-
ity.  This is performed for every primary line in each image. 

2.2.2   Triangle Intersection 
Once every 2D primary line has been transformed to a 3D triangle, the next step is to 
determine the intersections between the triangles.  Every triangle stores a list of the 
triangles it intersects. 

2.2.3   Correspondence Recovery 
Generally each triangle intersects many other triangles even though only a small num-
ber of the triangle intersections have both their primary lines highlighting the same 
edge.  Most 3D modeling systems resolve this problem by performing manual corre-
spondences between the lines so that lines which highlight the same building edge are 
grouped together.  Once the lines are converted to triangles the only valid intersec-
tions are between members of the same group.  This can be a very time consuming 
process.  SAMATS improves on contemporary techniques by performing this corre-
spondence automatically in three steps; Intersection Rating, Triangle Grouping and 
Group Merging. 

2.2.3.1   Intersection Rating 
The process of intersection rating requires every triangle to rate each of the triangles it 
intersects to determine which of the intersecting triangles represent the same primary 
edge as itself.  This automated rating process exploits the condition that there must be 
at least three primary lines, and hence triangles, for each primary edge.  Each inter-
secting triangle is not rated on the coverage of the intersection line it makes, but rather 
on the similarity of its intersection line with others. 

At the end of the intersection rating step, the list of intersecting triangles for each 
triangle will have a rating.  Also, since the rating system is based on comparing inter-









 
Fig. 13.  Screenshot of the final model 

To date, SAMATS has only been tested on synthetic images where the exact EO 
and IO parameters of the camera are known.  Achieving such precision in the real 
world would prove difficult without specialized equipment.  As such, new techniques 
for the non-expert will be required to facilitate the gathering of the geo-referenced 
images required by SAMATS in order for this system to be utilized effectively in the 
real world.  As the user friendliness and functionality of today’s GPS enabled digital 
imaging technology improves over time this constraint may no longer apply - making 
the acquisition of accurate geo-referenced imagery as easy as regular imagery. 

 
SAMATS has shown the ability to model rectangular and triangular roofed struc-

tures very well; however SAMATS does have trouble modeling certain other struc-
tures.  For example, SAMATS has no special ability to model curved surfaces accu-
rately where cylindrical column must be replaced by rectangular columns.  Another 
difficulty that can arise is SAMATS’ inability to handle partially highlighted edges 
making it difficult to model buildings in tightly confined spaces.  However, in many 
cases SAMATS is proving very effective as a 3D modeling and visualisation tool for 
the non-expert when developing applications of web-based VR LBS. 
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