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INTRODUCTION

Raman spectroscopy is known as a noninvasive, label-free technology with high selectivity, and thus, it has been increasingly applied to biological studies.¹⁻⁵ These studies include forensics,⁴⁻⁵ diagnostics,⁶⁻⁹ metabolism research,¹⁰⁻¹² microbiology,¹³⁻¹⁴ clinical pharmacology,¹⁵⁻¹⁷ and food science applications like diagnostic classification, the models should ideally be usable to predict data from different setups. Whether it is done by training a rugged model with data from many setups or by a primary-replica strategy where models are developed on a ‘primary’ setup and the test data are generated on ‘replicate’ setups, this is only possible if the Raman spectra from different setups are consistent, reproducible, and comparable. However, Raman spectra can be highly sensitive to the measurement conditions, and they change from setup to setup even if the same samples are measured. Although increasingly recognized as an issue, the dependence of the Raman spectra on the instrumental configuration is far from being fully understood and great effort is needed to address the resulting spectral variations and to correct for them. To make the severity of the situation clear, we present a round robin experiment investigating the comparability of 35 Raman spectroscopic devices with different configurations in 15 institutes within seven European countries from the COST (European Cooperation in Science and Technology) action Raman4Clinics. The experiment was developed in a fashion that allows various instrumental configurations ranging from highly confocal setups to fibre-optic based systems with different excitation wavelengths. We illustrate the spectral variations caused by the instrumental configurations from the perspectives of peak shifts, intensity variations, peak widths, and noise levels. We conclude this contribution with recommendations that may help to improve the inter-laboratory studies.
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Most of these studies are yet at the proof-of-concept stage and are performed using a single or multiple similar Raman spectrometer(s). While the Raman spectra from any sample contain the vibrational fingerprint information of the molecules within the sample, they unfortunately also contain fingerprints of the analytical setup, e.g., Raman spectrometer, itself. Therefore, the same sample can lead to different Raman spectra if measured on multiple setups, in different conditions, or at different times. To be clear, we will henceforth refer to ‘setup’ as an indication of all measurement related effects, be these temporal drifts, variations of measurement conditions, or instrumental configurations (viz. laser sources, spectral resolution).

Subtle differences in the Raman setup can degrade the reproducibility of the Raman spectroscopic signals, which makes it almost impossible to quantitatively compare measurements from different setups, and this is highly detrimental to cross-setup data analysis. The setup-dependence is very likely to have a larger influence in biological applications in which the spectral contributions of interest can be very subtle in the acquired Raman signal and thus are more easily masked. If Raman spectroscopy is expected to be utilized in, e.g., clinical scenarios, it is likely that one or more ‘primary’ setups hold a large database of Raman spectral characteristics of, e.g., some disease states. Other Raman setups in different laboratories act as ‘replicate’ setups and send data to the ‘primary’ setup for testing against this ‘primary’ model/database. If the Raman setups are significantly different, these statistical models are likely to fail to correctly predict the newly measured samples on the ‘replicate’ setups. Building up individual statistical models for each setup could be a solution to this problem, but this is not likely to be acceptable in real-world scenarios, as the models would also be setup-dependent and this would further hamper the generalization of Raman spectroscopy.

A more feasible and attractive approach is to remove the setup-induced spectral variations from the spectral ‘database’. This is the task of pre-processing in general. The most straightforward way to remove the confounding influence of a setup is spectrometer calibration, including wavenumber and intensity corrections. Spectrometer calibration corrects for the influence of a setup on the Raman signals by retrieving the correct values from the measurements of known standard materials. In many cases, an interpolation is needed to deal with the different nominal spectral resolutions of different setups. The extent to which an instrument software takes care of the spectrometer calibration varies greatly across manufacturers; so

### Table 1. Number of Spectra for each Substance from each setup

<table>
<thead>
<tr>
<th>setup ID</th>
<th>WL/nm</th>
<th>#NeAr</th>
<th>#agar</th>
<th>#gelatine</th>
<th>#paracetamol</th>
<th>#polystyrene</th>
<th>#cyclohexane</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID01</td>
<td>514</td>
<td>1</td>
<td></td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ID02</td>
<td>514</td>
<td></td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ID03</td>
<td>515</td>
<td></td>
<td></td>
<td>100</td>
<td>300</td>
<td>709</td>
<td>361</td>
</tr>
<tr>
<td>ID04</td>
<td>532</td>
<td>200</td>
<td>10</td>
<td>300</td>
<td>30</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>ID05</td>
<td>532</td>
<td>151</td>
<td>135</td>
<td>116</td>
<td>121</td>
<td>11</td>
<td>177</td>
</tr>
<tr>
<td>ID06</td>
<td>532</td>
<td></td>
<td>30</td>
<td>135</td>
<td>10</td>
<td>80</td>
<td>12</td>
</tr>
<tr>
<td>ID07</td>
<td>532</td>
<td></td>
<td>30</td>
<td>135</td>
<td>10</td>
<td>80</td>
<td>12</td>
</tr>
<tr>
<td>ID08</td>
<td>532</td>
<td></td>
<td>30</td>
<td>135</td>
<td>10</td>
<td>80</td>
<td>12</td>
</tr>
<tr>
<td>ID09</td>
<td>532</td>
<td></td>
<td>30</td>
<td>135</td>
<td>10</td>
<td>80</td>
<td>12</td>
</tr>
<tr>
<td>ID10</td>
<td>532</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>13</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>ID11</td>
<td>532</td>
<td>10</td>
<td>12</td>
<td>10</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>ID12</td>
<td>532</td>
<td>12</td>
<td>10</td>
<td>12</td>
<td>10</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>ID13</td>
<td>532</td>
<td>200</td>
<td>70</td>
<td>190</td>
<td>10</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>ID14</td>
<td>532</td>
<td>1000</td>
<td>60</td>
<td>100</td>
<td>985</td>
<td>900</td>
<td>500</td>
</tr>
<tr>
<td>ID15</td>
<td>780</td>
<td>30</td>
<td>22</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID16</td>
<td>785</td>
<td>99</td>
<td>60</td>
<td>150</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID17</td>
<td>785</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ID18</td>
<td>785</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ID19</td>
<td>785</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ID20</td>
<td>785</td>
<td>40</td>
<td>100</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID21</td>
<td>785</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ID22</td>
<td>785</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ID23</td>
<td>785</td>
<td>12</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ID24</td>
<td>785</td>
<td>12</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ID25</td>
<td>785</td>
<td>12</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ID26</td>
<td>785</td>
<td>200</td>
<td>58</td>
<td>93</td>
<td>4139</td>
<td>208</td>
<td>50</td>
</tr>
<tr>
<td>ID27</td>
<td>785</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>ID28</td>
<td>785</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ID29</td>
<td>785</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ID30</td>
<td>785</td>
<td>11</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>ID31</td>
<td>785</td>
<td>251</td>
<td>76</td>
<td>348</td>
<td>164</td>
<td>151</td>
<td>26</td>
</tr>
<tr>
<td>ID32</td>
<td>785</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ID33</td>
<td>785</td>
<td>5</td>
<td>601</td>
<td>814</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID34</td>
<td>785</td>
<td>23</td>
<td>10</td>
<td>17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID35</td>
<td>785</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The setup ID was sorted according to the excitation wavelength.
does the possibility to access raw data, which allows the users to apply their own calibration functions from a known basis. Spectrometer calibration does decrease the setup-dependence but rarely removes it completely, due to the inaccuracy in the estimated instrumental response function. The remaining setup-derived spectral variations can still negatively affect the reliability of data analysis. In addition, the standard materials used for calibration may differ across laboratories (especially for biological materials), which can introduce additional spectral variations among different setups.

In addition to robust spectrometer calibration, standard-free approaches such as warping methods in which the unwanted spectral variations are removed by aligning all spectra against a given reference spectrum can also be used. However, as a purely data-driven procedure, it does not necessarily give meaningful results, as these procedures may remove both sample- and setup-induced variations without distinction. In this context, methods based on bilinear modeling, such as replicate sample- and setup-induced variations without distinction. In this context, methods based on bilinear modeling, such as replicate EMSC (extended multiplicative signal correction) and ASCA (ANOVA-simultaneous component analysis), make it possible to estimate the setup-induced spectral differences and remove them from the data while preserving the sample-induced variations. This seems to be a more reliable mechanism, although it requires the experiments to be well designed. Such a method is also limited if the sample- and setup-induced spectral variations are not independent of each other.

Considering all the issues stated above, setup-dependence is still a significant concern and a major challenge to Raman spectroscopy being translated into real-world applications. To investigate this analytical challenge, we designed a round robin experiment with researchers from approximately 50 European institutes, which was initiated within the COST action Raman4Clinics. Briefly, aliquots of the same samples were prepared in one partner laboratory and sent to other laboratories in which data were collected using Raman spectrometers (see Table S1) from various manufacturers, with various laser sources, different spectral resolutions (i.e., pixel size), and optical configurations ranging from highly confocal to fibre-optic probes (and hence different numerical apertures). We note that, of course, there can be spectral differences due to resonance excitation, and therefore, for the present study, we have chosen Raman setups and samples absent of resonance Raman contributions. In the end, data from 35 setups of 15 institutes were returned to a single laboratory for unified data processing and assessments. The comparability of the setups was evaluated from the perspectives of the peak positions, peak intensities, peak widths, and noise levels. We report these differences and provide recommendations for future cross-laboratory studies. Ultimately, the translation of Raman spectroscopy as a bioanalytical protocol to clinical applications will require regulatory certification, as per, for example, the European Medicine Agency “Guideline on bioanalytical method validation”, which details requirements of accuracy and precision.

We hope that this study will trigger more unified efforts from the Raman community to come to some harmonization on handling setup-dependence, for instance, rules of setup standardization, certification of devices to be used in clinics, etc. In the end, we hope to help establish Raman spectroscopy as a reliable tool for real-world applications.

### EXPERIMENTAL AND METHODS

#### Raman Spectroscopy.

Details of the experimental design are given in the Supporting Information, and the spectral data are available via an open data repository (https://doi.org/10.5281/zenodo.4152953). Briefly, we received data from 35 setups for the analysis in this contribution. The information of Raman setups is summarized in Table S2, which includes the manufacturer, the source wavelength, and the nominal spectral resolution (i.e., pixel size). Raman spectra of the NeAr glow lamp and different substances were measured, including agar, gelatine, paracetamol, polystyrene, and cyclohexane. The number of replicate spectra obtained using each setup from the different substances is given in Table 1. The spectral data from setup ID25 were excluded from the analysis, due to recording errors in the wavenumber axis (see Figure S1).

**Spectral Pre-Processing.** The spectra from the NeAr lamp were normalized with respect to their maxima without any additional processing. All spectra from the five substances (i.e., agar, gelatine, paracetamol, polystyrene, and cyclohexane) were subjected to the same pre-processing steps. The details can be found in the Supporting Information. Briefly, any cosmic spikes were removed via a comparison between every pair of Raman spectra of the same substance. A wavenumber calibration was performed based on the spectra of the standard material paracetamol. Thereafter, all spectra were interpolated to an equidistant wavenumber grid of 1 cm⁻¹. This is followed by a sensitive nonlinear iterative peak (SNIP) clipping algorithm to remove any broad baseline artifacts. In the end, a vector normalization (l₂ norm) was performed. Note, a wavenumber calibration was conducted on 23 of the instruments where paracetamol measurements were reported.

**Spectral Characterization.** In order to assess any variations between the different setups, the pre-processed Raman spectra were analyzed to investigate the following four aspects: signal-to-noise ratio (SNR), peak shift, peak width, and specific peak ratios. These four metrics were chosen to benchmark analytical sensitivity, the reproducibility of peak positions, the spectral resolution, and the reproducibility of relative intensities of a measurement. We consider these four properties to be the most important for establishing whether there are variations between the different Raman platforms. The definition of these characteristics and their calculation are summarized in the following.

**Signal-to-Noise Ratio (SNR).** The SNR can be used to determine the lowest signal that can be reliably detected, by comparing an average signal to the noise level. Herein, the SNR was calculated in two ways using the samples of agar and gelatine, which featured the highest noise among all measured substances in this study. The mean spectra of these two substances from each measurement are given in Figures S2,S3, along with the standard deviation, as shadows. In the first case, we calculated the SNR for each spectrum individually as the ratio between the mean Raman intensity and the standard deviation of the estimated noise (see eq (S3.1)). The noise (Iₙ) was estimated as the difference between the spectrum and the output of a strong Savitzky–Golay (S-G) smoothing (p = 2, n = 31) of the spectrum. Herein, the parameters p and n represent the degree of the polynomial function and the window size of the S-G filter, respectively. An example of spectrum before and after smoothing together with the estimated noise is given in Figure S8. As the noise could be upper-biased for the spectral region with sharp Raman bands, the SNR tends to be under-estimated in this case. In the second case, we calculated the SNR as the ratio between the mean and standard variation of the Raman intensities at a given wavenumber over 10 randomly selected Raman spectra (see eq (S3.2)) in which the peak intensities of...
Figure 1. SNR of (a) agar and (b) gelatine: the color shades represent the setups with different source wavelengths. Each bar represents the measurement of a substance on a given setup. The bar contains the mean and standard deviation value of the SNR for each setup. The average and standard deviation of all setups are given using the red and gray dashed lines, respectively. The blue dashed line marks the minimal SNR of all setups. The identification of the setup, the type of data, and the source wavelength are given in the legend. In particular, the data types 'ical' and 'raw' denote the cases where the data were exported from the setup with (ical) and without (raw) intensity calibration, respectively.

![Graph showing SNR of agar and gelatine](image)

The Raman bands around 846 and 1451 cm⁻¹ were used for agar and gelatine, respectively. These two Raman bands were selected to be sufficiently intense and well separated from other bands.

**Peak Shift.** The peak shift characterizes the accuracy of the wavenumber axis (x axis, spectral axis) of a setup. It was defined as the deviation of a measured peak position from its theoretical position. To do so, we employed three substances having well-defined Raman bands: paracetamol, polystyrene, and cyclohexane. The mean spectra and standard deviations of the three substances for each setup are shown in Figures S4–S6 (a). The Raman bands used in our calculation are highlighted in Figures S4–S6 (b). Only the bands within the fingerprint region were considered, as the CH stretching region was not measured on all setups. To start, we fitted each of these Raman bands by a Gaussian peak according to eq 1 because Gaussian fits have been proven to work well for solid, powder, gel, or resin samples. The spectral region used for the fit was defined by \(\nu_0 \pm 10 \text{ cm}^{-1}\), where \(\nu_0\) denotes the theoretical peak position. The parameter \(\mu\) of the resulting Gaussian peak was considered to be the measured peak position of the Raman band being fitted, and the peak shift of this Raman band was determined by \(\Delta \nu = \mu - \nu_0\). The final result of one single spectrum was determined as the mean absolute value of all peak shifts from the multiple Raman bands within this spectrum, which indicates the mean absolute deviation in the wavenumber axis of a measurement.

\[
I(\nu) = A \cdot \exp \left(-\frac{(\tilde{\nu} - \mu)^2}{2\sigma^2}\right)
\]  

**Peak Width.** The peak width is considered as a straightforward metric to characterize the spectral resolution of a given setup and can be benchmarked by the full-width-at-half-maximum (FWHM). Herein, we employed the results of \(\sigma\) from the peak described in the previous section and obtained the FWHM according to eq 2. The calculation was performed on both the NeAr emission and the Raman spectra of the three substances, i.e., paracetamol, polystyrene, and cyclohexane. The measured NeAr emission on different setups is visualized in Figure S7. To make the determination more precise, the FWHM was only calculated for the best-defined peak in each case; i.e., no significant shoulder peaks exist, and the peak does not overlap with its neighboring peaks. According to this criterion, we employed the emission at 626.56 and 878.2 nm for the NeAr measurement with laser sources of 514/532 and 785 nm, respectively; the peaks at 1169, 1602, and 1028 cm⁻¹ were used for paracetamol, polystyrene, and cyclohexane, respectively.

\[
\text{FWHM} = 2\sigma \cdot \sqrt{2 \ln(2)}
\]  

**Peak Ratio.** The peak ratio is defined as the ratio between the areas of two given Raman bands. It quantifies the consistency of the relative Raman intensity across setups, and it is an important criterion for a reproducible Raman spectroscopic data analysis, either quantitative or qualitative. In particular, the area of a given Raman band was calculated via a simple integration of the peak region according to eq 3. We did not additionally subtract the baseline offset during this integration, as the spectra were already baseline corrected. The terms \(k_i\) and \(k_r\) denote the start and the end index of the band. These values were determined automatically as the positions around a band where the Raman intensity starts to increase (i.e., \(I(\nu_{k+1}) > I(\nu_k)\)) or stops decreasing (i.e., \(I(\nu_k) < I(\nu_{k+1})\)), respectively. We based our calculation on the spectra of cyclohexane and obtained three peak ratios for each spectrum: the area of the bands at 1028, 1266, and 1444 cm⁻¹ with respect to the area of the band at 801 cm⁻¹. The four bands are well-defined and do not show...
significant shoulders or overlap with neighboring bands, which helps to precisely estimate the peak area.

$$A = \sum_{i=1}^{k_i} I(x_i)$$  

(3)

### RESULTS AND DISCUSSION

We present here the results of assessment of the above-mentioned metrics calculated for different setups and substances. As our major focus in this study is the cross-setup comparability, we will mainly compare the results of different setups with each other but not specifically consider their reference values given in the literature. For such reference information, the interested readers are kindly referred to refs.32−34.

The SNR results using a single-spectrum and 10 replicate spectra are given in Figure 1 and Figure S9, respectively. The color shades represent setups with different source wavelengths. The meta-information of the datasets is provided in the legend, including the identification number (ID) of the setup, the type of the data, and the excitation wavelength for each measurement. The two data types, represented as ‘raw’ and ‘ical’, differed in whether an intensity calibration was done by the setup itself or not, respectively. In particular, the SNR of each measurement was plotted as a single bar containing the information of the mean and standard deviation over the multiple spectra from the same measurement (the number of replicates for each experimental setup is provided in Table 1). The red dashed line marks the global mean of the SNR over all measurements, while the gray dashed lines show 1 to 3 times the global standard deviation of SNR over all measurements. The minimal mean SNRs for agar and gelatine, given using the blue dashed line, are 3.8 and 5.8, respectively. That is to say, the SNR is sufficient for all setups, which is reasonable considering a preliminary SNR filtering during the data upload (see experimental design in the

Figure 2. Results of peak shifts for (a, c) paracetamol and (b, d) polystyrene, without and with wavenumber calibration. The wavenumber calibration for polystyrene was only calculated if there is a paracetamol spectrum measured on the same setup. Therefore, a lower number of setups are shown for the calibrated results for polystyrene than without wavenumber calibration.
Supporting Information). This can be concluded from the SNR
calculated from multiple spectra as well, as is shown in Figure S9.

The results of the peak shift calculations are plotted in Figure 2
and Figure S10, following the same structure as in Figure 1. It is
implicit in the definition that the smaller the absolute value of
the peak shift, the better the setup. An ideal measurement would
give a zero peak shift; i.e., peaks from the measurement match
perfectly with the theoretical values. As the ideal case is not easily
achievable in reality, wavenumber calibration is important to
minimize the peak shifts. To do so, we applied paracetamol as
the standard material and calculated a calibration function based
on the deviation between the measured and the theoretical
positions for well-defined bands. This wavenumber calibration
function was thereafter applied to the spectra of paracetamol,
polystyrene, and cyclohexane. As shown in Figure 2 and Figure
S10, the peak shifts were reduced closer to zero after the
 calibration, compared to before calibration. To make the
conclusion clearer, we summarized the statistics of the peak
shifts in Table 2. Therein, $\Delta \nu$ denotes the mean peak shift of
each setup. The factors $sd$ and $sd_0$ represent the standard
development over all measurements and standard deviation for a
single measurement, respectively. In particular, the decrease of
$\Delta \nu$ demonstrates an improved setup-independence after the
wavenumber calibration, although we note that there are also

<table>
<thead>
<tr>
<th>substance</th>
<th>mean($\Delta \nu$)</th>
<th>$sd$</th>
<th>max($sd_0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>paracetamol</td>
<td>1.58 cm$^{-1}$</td>
<td>1.44 cm$^{-1}$</td>
<td>1.86 cm$^{-1}$</td>
</tr>
<tr>
<td>calibrated</td>
<td>0.45 cm$^{-1}$</td>
<td>0.24 cm$^{-1}$</td>
<td>0.73 cm$^{-1}$</td>
</tr>
<tr>
<td>polystyrene</td>
<td>1.20 cm$^{-1}$</td>
<td>1.07 cm$^{-1}$</td>
<td>2.16 cm$^{-1}$</td>
</tr>
<tr>
<td>calibrated</td>
<td>1.31 cm$^{-1}$</td>
<td>1.52 cm$^{-1}$</td>
<td>1.02 cm$^{-1}$</td>
</tr>
<tr>
<td>cyclohexane</td>
<td>1.33 cm$^{-1}$</td>
<td>1.79 cm$^{-1}$</td>
<td>1.37 cm$^{-1}$</td>
</tr>
<tr>
<td>calibrated</td>
<td>1.93 cm$^{-1}$</td>
<td>2.16 cm$^{-1}$</td>
<td>0.73 cm$^{-1}$</td>
</tr>
</tbody>
</table>

The increase after wavenumber calibration if the spectra of
paracetamol and the samples to be calibrated (e.g., paracetamol)
setups that are (extremely) negatively affected (ID05; ID14) or
not improved (ID31). A generally better reproducibility within
the same measurement was observed after wavenumber calibration,
evidenced by a reduced maximal $sd$. The increase in the mean
and standard deviation of $\Delta \nu$ after calibration for
polystyrene and cyclohexane will be explained in the next
paragraph.

As it is apparent in the figures, the improvement due to the
wavenumber calibration was not the same for the three
substances: it was the most significant for paracetamol but
much less so for polystyrene and cyclohexane. As is shown in
Table 2, the mean of $\Delta \nu$ was decreased for paracetamol but not
for the other two substances. This is easy to explain, as the
calibration function of a setup was ‘learnt’ from the spectra of
paracetamol and ‘transferred’ to the other substances. This
function is supposed to capture best the peak shift of the Raman
spectra of paracetamol and less so for the other substances. The
performance of the wavenumber calibration can also be
degraded due to other issues. For example, the peak shifts can
increase after wavenumber calibration if the spectra of
paracetamol measured on the specific instrument do not truly
reflect the peak shift of spectra to be calibrated. This was seen for
the setup ‘ID05’, for which the spectra of paracetamol exhibited
significantly larger peak shifts than those of polystyrene and
cyclohexane. The wavenumber calibration in this scenario
introduced additional errors in the peak positions and led to
increased peak shifts (Figure 2 and Figure S10). Another
possibility that makes the wavenumber calibration invalid was
seen from setup ‘ID14’, for which the peak shifts in paracetamol
were much smaller than the shifts in the spectra of polystyrene
and cyclohexane. Therefore, the calibration function could not
represent the peak shifts well, and thus, the wavenumber
calibration hardly reduced the peak shifts (Figure 2 and Figure
S10). These two scenarios may happen if the standard material
(e.g., paracetamol) and the samples to be calibrated (e.g.,

Figure 3. Results of FWHM calculated from (a) paracetamol and (b) polystyrene based on selected peaks. The setups from different source
wavelengths were marked by the colored shades. Pairs of spectra with and without intensity calibration were highlighted by circles. The variations
among different setups are clearly seen from the results.
polystyrene and cyclohexane in this study) are measured under different conditions. It could also be the case that the setup bears short-term instability, leading to variations among spectra of standard material and samples. This could be a significant concern in applying Raman spectroscopy. However, we will not go into details of this issue as we did not have sufficient data from this respect.

An additional interesting observation is that, which benchmarks the comparability across setups, was increased by wavenumber calibration for polystyrene and cyclohexane. There are two likely reasons, to our assessment. First, the two cases with improper calibration as mentioned previously contributed to the increase in $sd$. Second, the variations in the spectra of paracetamol may be passed to the calibration procedure and add to the variation in the calibrated spectra. With all these observations, it is obvious and fair to say that the peak shifts remain a significant issue for the cross-setup reproducibility in Raman spectroscopy. Wavenumber calibration, as is already shown in a previous report, cannot completely remove the setup-induced shifts in the wavenumber axis of Raman spectroscopy.

The results of the FWHM are given in Figure 3(a,b) for paracetamol and polystyrene, respectively. Similar results are shown in Figure S11 (a,b) for cyclohexane and the NeAr lamp, respectively. The cross-setup variations are clearly seen from all results. In addition, the setup ID22 was detected as an outlier, having significantly larger FWHM (i.e., lower spectral resolution), which turned out to differ from others as it was a fibre-optics based setup with low nominal spectral resolution (see Table S1). In addition, the intensity calibration, which was undertaken in some setups, did not significantly influence the peak widths. This can be seen from the similar results for all the encircled pairs in the plots, which correspond to the results from spectra of the same setup, with and without the intensity calibration.

To check the influence of nominal spectral resolution (i.e., pixel size in wavenumber) on the estimation of the peak shift and peak width, we visualized additionally the results of the peak shift and the FWHM from all setups with respect to their nominal spectral resolutions. As shown in Figures S12,13, no correlation can be concluded between the spectral resolution and the peak ratios, respectively. The variations in the relative intensities tend to increase between two peaks with longer distance along the wavenumber axis.

![Figure 4. Ratios of peak intensities at (a) 1028 and (b) 1266 cm$^{-1}$ to the peak intensity at 801 cm$^{-1}$. The color shades represent the setups with different source wavelengths. The curved arrows in brown show the paired results without and with intensity calibration, pointing to the results with intensity calibration. It is clear that the peak ratios varied largely among measurements, and the setup intern intensity calibration does not improve the situation.](https://dx.doi.org/10.1021/acs.analchem.0c02696)

<table>
<thead>
<tr>
<th>raman bands (cm$^{-1}$)</th>
<th>514 nm</th>
<th>532 nm</th>
<th>785 nm</th>
<th>514 nm</th>
<th>532 nm</th>
<th>785 nm</th>
<th>514 nm</th>
<th>532 nm</th>
<th>785 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1028/801</td>
<td>0.52</td>
<td>0.54</td>
<td>0.55</td>
<td>0.19</td>
<td>0.13</td>
<td>0.13</td>
<td>0.01</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>1266/801</td>
<td>0.47</td>
<td>0.47</td>
<td>0.47</td>
<td>0.14</td>
<td>0.17</td>
<td>0.18</td>
<td>0.02</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>1444/801</td>
<td>0.53</td>
<td>0.54</td>
<td>0.52</td>
<td>0.11</td>
<td>0.24</td>
<td>0.29</td>
<td>0.03</td>
<td>0.03</td>
<td>0.13</td>
</tr>
</tbody>
</table>

The terms mean($\overline{r}$), $sd$, and max($sd_0$) represent the global average, global standard deviation, and the maximal standard deviation of the peak ratios, respectively. The variations in the relative intensities tend to increase between two peaks with longer distance along the wavenumber axis.
general, the peak ratios varied largely across setups. Additionally, there was no clear trend as to how the peak ratios change with the source wavelengths. Rather, however, the intensity calibration did not necessarily bring the peak ratios closer to the global mean; i.e., this correction did not improve the cross-setup comparability. In contrast, the influence of the intensity calibration seemed to be rather arbitrary. These facts very likely indicate the inaccuracy of the estimated intensity response function.

For clearer interpretation, we additionally summarized the statistics of the peak ratios in Table 3, corresponding to the results of the three source wavelengths: 514, 532, and 785 nm. Therein, \( \bar{r} \) and \( s_{dr} \) represent the mean and standard deviation of each setup, while \( \text{mean}(\bar{r}) \) and \( s_d \) represent the global mean and standard deviation. Taking \( \text{mean}(\bar{r}) \) as an approximation of the ‘true’ peak ratio, the cross- and within-setup variations can be benchmarked by \( \max(s_{dr})/\text{mean}(\bar{r}) \) and \( s_d/\text{mean}(\bar{r}) \), respectively. On this basis, a comparison among the three ratios showed that the cross- and within-setup variations increased when the two peaks involved are further apart in the spectra. That is to say, the variations in the relative peak intensities tend to increase between two points with longer distance along the wavenumber axis. This is understandable, as the spectrometer response function has a stronger influence if the two peaks are further apart.

With all the results shown above, we would like to stress the profound influence of the setup-dependence in Raman spectroscopy. The routinely applied spectrometer calibration clearly does not remove all setup-related effects on Raman spectra when the same chemical substance is measured on different Raman platforms. Inadequate calibration can be for multiple reasons: (i) it is difficult to duplicate the measurement conditions exactly between the standard material and real samples; (ii) Raman spectra can be angle and relative orientation dependent if the standard is crystalline, and the setup (laser/grating) is polarization sensitive; (iii) there may be influence from contaminations if the standard material is not refreshed regularly – for this particular experiment, the latter reason is clearly not the case, as one laboratory supplied all materials for analysis to all participating laboratories; (iv) the full technical details of built-in (automatic) calibrations are normally inaccessible, and thus, it is hard to ensure that exactly the same calibration methods are used by the different manufacturers or setups. The application of different calibration algorithms certainly constitutes an additional source of setup-dependence.

Based on all facts and reasons stated above, computational strategies to remove the setup-induced spectral variations are urgently needed. As a first attempt to solve this issue, we have developed recently model transfer methods to deal with cross-setup variations in Raman spectroscopy.\(^{26,35,36}\) However, a long-term effort is needed to completely solve the issue of setup-dependence, and this can only be achieved if cross-laboratory comparisons are undertaken, such as those reported in the present study and indeed elsewhere for surface-enhanced Raman scattering.\(^{37}\)

### CONCLUSIONS

This contribution reports a large-scale and cross-laboratory round robin Raman experiment designed by researchers from approximately 50 institutes in Europe. The data were submitted by 15 different institutes and measured with 35 Raman setups, which were from five different manufacturers and configured with multiple laser sources. We have presented the results with respect to four key metrics to assess Raman performance across setups. These include the SNR, the peak shift, the peak width, and the peak ratio for spectra of a set of five common substances measured on different setups. In this way, we could quantify and analyze the cross-setup comparability and variability in Raman spectroscopy, and we could verify the appropriateness to implement spectrometer calibration. More inspiring studies and efforts are certainly needed to standardize Raman spectroscopy and hence push Raman techniques closer to real-world applications. A detailed investigation on each of the different sources that harms the spectral reproducibility can be a good start. In addition, we recommend the following actions, which we believe are worthy for future investigations.

- First, we suggest that the manufacturers make spectrometer calibration a by-default included module and make the full technical details of the correction explicit and open access. This built-in process is, on the one hand, more likely to achieve ‘duplicated’ conditions for the real samples and the standard material and, on the other hand, makes calibration easier. In addition, by applying the same calibration procedure, the variations introduced by in-house written calibration programs in different labs are reduced. Moreover, further investigations of the temporal reliability of instruments and calibration are needed. Any short-term setup instabilities should be understood and well controlled for the development of clinical applications.
- Second, we recommend that the manufacturers provide access to the real raw data, before any processing steps are applied, so that it is more feasible to unravel data that are closer to the ‘physical truth’. We would like to encourage both researchers and manufacturers to work together on standard operating procedures for verifying instrument calibration and performance.
- Third, we encourage researchers and scientists to make their data openly available and actively contribute to establishing larger databases. This has been done in other data-rich communities (e.g., ref\(^{38}\)) and would be a vast invaluable resource to build statistical models that are tolerant to unwanted spectral differences, like the spectral variations between seemingly identical analytical setups. In this way, reproducible predictions for different measurements from the same sample can be achieved. A larger database can also provide a better reference used for the spectral alignment approaches.
- Finally, we advocate a broader cooperation on the same scientific question in order to come up with ‘global’ solutions and reduce the variations in the setups used in different research groups answering the same question.
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