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analyses the sources of errors, investigates and identifies the factors that influence 

the accuracy of the Capacity Utilization estimator such as the number of 

neighbours, the number of observable neighbours, network traffic load and traffic 

type. 

• Modifies the Capacity Utilization estimator to improve the performance and 

validate the feasibility and accuracy of the modifications under different 

simulation scenarios. 

1.4 Thesis Outline 

The remainder of this thesis is organized as follows:  

Chapter 2 provides the background knowledge to the work such as the basic concepts of 

WLANs, the IEEE 802.11 MAC mechanism, the concepts of node capacity and Capacity 

Utilization, the challenges in estimating the node Capacity Utilization, the benefits and 

possible applications arising from being able to estimate node Capacity Utilization. It also 

describes the ns2 simulator used in this thesis. 

Chapter 3 discusses the related research in the areas of the measurement of node capacity 

and other throughput-related metrics, other proposed algorithms, performance evaluation 

of these estimation techniques, and some methods proposed for utilizing capacity 

information in different wireless applications. 

Chapter 4 presents a detailed description and explanation of the remote node Capacity 

Utilization estimator. The analysis of the error associated with the Capacity Utilization 

estimator and the modifications to the estimator to minimize the error is also presented in 

this chapter. Moreover, the algorithm for node saturation that combines a Bayesian 

decision process is also described here. 

Chapter 5 investigates the performance evaluation of our Capacity Utilization estimator 
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and identifies the factors that determine the accuracy of the estimator and implements 

modifications to improve the accuracy. A comparison of the simulation results is 

presented to evaluate the performance of the remote Capacity Utilization estimator 

compared to other two algorithms (i.e. queue observation method and regularly pinging 

method) in detecting node saturation. 

Chapter 6 summarizes the conclusions of this thesis and outlines possible future research 

work in the area of capacity estimation in IEEE 802.11 WLANs. 
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Chapter 2 Technical Background 
This chapter introduces the relevant technical background material for this thesis. This 

work is concerned with developing an estimator for the node Capacity Utilization using 

remote observations performed by neighbour nodes in WLANs. This estimator has been 

designed to operate with the IEEE 802.11 DCF method and is intended for network nodes 

with multiple-neighbours, i.e. infrastructure networks, wireless mesh networks or wireless 

ad-hoc networks operating under the IEEE 802.11b/a/g/n standards. This Capacity 

Utilization estimator can be employed in many applications such as AP selection, routing, 

node saturation detection, channel selection, admission control, and QoS provision. This 

thesis uses the detection of node saturation as one of its potential applications in order to 

investigate the performance of the estimator. The neighbour nodes performing the remote 

estimation can broadcast the saturation information to other network nodes in beacon 

frames so that they may take preventative actions to avoid further deterioration in the 

node’s saturation condition. 

2.1 Wireless Local Area Networks  

With the rapid development of information technology, especially with the widespread 

use of portable computers, smartphones, tablets and other wireless products, the 

traditional fixed Ethernet cannot satisfy the users who need more and more 

communication services anytime and anywhere. 

A WLAN is a convenient data transmission system which provides connectivity and 

communications to wireless devices through employing radio frequency (RF) techniques 

rather than traditional wired networks based upon cables. It has been globally adopted due 

to its mobility, flexibility, low cost, ease of deployment [15]. The IEEE 802.11 WLAN 

standard is a member of the IEEE 802 family which is a series of specifications for local 
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area network (LAN) and metropolitan area network (MAN) technologies. The IEEE 802 

standards define a MAC and a PHY component. The MAC represents a set of rules to 

determine how to send data and access the medium, and the PHY is responsible for 

transmission and reception of the digital signals. The IEEE 802.3 defines the Carrier 

Sense Multiple Access/Collision Detection (CSMA/CD) protocol [16] and is related to 

Ethernet networks, IEEE 802.5 is the specification of Token Ring access method [17] and 

IEEE 802.2 defines Logical Link Control (LLC) protocol [18]. The IEEE 802.11 group of 

standards developed by the IEEE LAN/MAN Standards Committee (IEEE 802.11) 

specifies the technologies for wireless LANs and the original version of the IEEE 802.11 

standard was published in 1997 [1] and has had numerous amendments since. The base 

IEEE 802.11 standard comprises the IEEE 802.11 MAC and two physical layers 

operating in the 2.4 GHz ISM band: a frequency-hopping spread-spectrum (FHSS) 

physical layer and a direct-sequence spread-spectrum (DSSS) link layer. 

2.1.1 The IEEE 802.11 Family 

The IEEE 802.11 working group has many family members some of which are listed 

below: 



Chapter 2 Technical Background 

10 

 

Table 2.1 Some Family Members of the IEEE 802.11 Standard 

IEEE standard Notes 

802.11a (1999) 
Operates in the 5 GHz ISM band with a maximum PHY rate 54 

Mbps 

802.11b (1999) 
Operates in the 2.4 GHz ISM band with a maximum PHY rate 11 

Mbps 

802.11ac (Still under 

development) 
High-throughput WLAN operated in the 5 GHz ISM band 

802.11ad (Published in 

2010) 

Supports a maximum date rate of 7 Gbps and operates in 60 GHz 

ISM band 

802.11d (2001) Additional regulatory domains 

802.11e (2005) Quality of service (QoS) enhancements for the MAC 

802.11f (withdrawn 2006) Inter-access point protocol  

802.11g (2003) 
Operates in the 2.4 GHz ISM band with a maximum PHY rate of 

54Mbps  

802.11h (2004) 
Standard to make IEEE 802.11a compatible with European 

regulations in the 5 GHz ISM band 

802.11i (2004) Improvements to security  

802.11k (2008) Radio resource measurement enhancements  

802.11n (2009) 
Higher throughput improvement using MIMO and packet 

aggregation  

802.11p (2010) Adopting IEEE 802.11 for use in vehicular environment  

802.11s (2011) Enhancing IEEE 802.11 for use in mesh networks  

802.11v (2011) Standard to support wireless network management  

802.11w (2009) Protecting management frames  
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condition, maintain load balancing, improve the user’s throughput, and enhance the 

utilization of network resources in WLANs. 

 

Figure 2.16: An AP Selection Scenario based upon the Use of Capacity Utilization 

Our Capacity Utilization estimator can establish the number of clients associating with 

the AP, the traffic load of the AP and its neighbour nodes, the contention experienced by 

the AP, the capacity and Capacity Utilization of the AP, and determine whether the AP is 

saturated or not. Our remote estimator also considers hidden nodes and does not rely upon 

message exchange between nodes. The remote Capacity Utilization metric can also be 

used to make better handoff decisions as shown in Figure 2.16. Once a mobile user finds 

that the associated AP cannot satisfy its traffic load demand, it can (1) scan the APs 

within its reception range, (2) re-calculate the Capacity Utilization of all the APs after the 
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connection in order to avoid saturation in another AP, and (3) make a decision for 

selecting a new AP as shown in Figure 2.16. 

IEEE 802.11k [12] uses a special management frame to exchange information between an 

AP and a client in order to maintain a load balance and increase the network throughput. 

However, the AP needs to be equipped with another adapter card or switch to monitor 

mode for monitoring the networks. Moreover, the message sent from APs may increase 

the channel overhead and make the application more complex. The dissemination of this 

information may not be reliable due to packet loss and delay. In particular, packet loss 

and delays are more likely to occur under heavy or saturated operating conditions. On the 

other hand, our Capacity Utilization estimator has none of the shortcomings mentioned 

above. It can passively monitor the network, analyse the Capacity Utilization of all APs 

under current network condition and is feasible for applications involving AP selection 

and handoff. 

Most recently, ANDSF developed by the 3rd Generation Partnership Project (3GPP) is 

used to discover target access points in order to maintain load balancing [35] across a 

network. It supports the user equipment (UE) in discovering the non-3GPP data access 

networks (e.g. IEEE 802.11 (Wi-Fi) networks and IEEE 802.16 (WIMAX) networks) in 

Release 8 [10] in 2008. The ANDSF contains data management and control functionality 

[36] and consists of three components: inter-system mobility policy (ISMP), inter-system 

route policy (ISRP), and access network discovery information. Firstly, ISMP decides 

whether the inter-system mobility is allowed or restricted. ISMP also selects the most 

preferable access network type and identifier for UE, e.g. whether a WLAN is preferable 

to WIMAX, or WLAN-SSID1 is preferable to WLAN-SSID2. Secondly, ISRP can 

support the routing of IP traffic simultaneously over multiple access networks. Finally, 

Access network discovery information provides a list of available access networks 
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(including type, identifier and other relevant information) in the vicinity of the UE. Our 

estimator can also be employed in ANDSF to discover the preferred access network. 

Apart from AP selection, our Capacity Utilization estimator can be utilized in other 

application area such as: 

Routing Decisions: Currently, two main routing protocols have been proposed in 

WLANs: proactive protocols (e.g. DSDV [37], OLSR [38]) that use routing tables and 

probing technique to maintain routes for all nodes. However, the overhead associated 

with updating the routing table is high. When a route is broken, the reaction may be slow. 

Reactive protocols (e.g. AODV [39], DSR [40]) broadcast Route Request packets to select 

a route on demand. However, high overhead, latency and low throughput [41] associated 

with a discovered route may influence the network performance. Moreover, once the 

nodes can become aware of the capacity of network nodes, they can select a route with a 

high throughput to improve the performance of applications.  

 

Figure 2.17: An Application of Node Capacity Utilization (%CU) in Route Selection 
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Capacity estimation can be used to support routing decisions (e.g. QoS routing [42], QoS 

aware routing [8] and resource aware routing [43] etc) where the node Capacity 

Utilization can be used as a route metric to find a path from the source node to the 

destination node to satisfy the application’s requirements. For instance, in Figure 2.17, 

once the node A becomes aware that node B’s Capacity Utilization is 100%, it can limit 

its traffic rate. It also can re-route and select the node B (Capacity Utilization of 40%) to 

re-direct its traffic. 

Channel Assignment and Selection: Channel allocation in multi-radio or multi-channel 

networks is used to allocate wireless bandwidth and assign the communication channels 

to the interfaces of each network node in order to improve the throughput of networks or 

reduce the interference, i.e. interference mitigation. The traditional channel selection and 

assignment methods are divided into fixed channel assignment [44], dynamic channel 

assignment [45] and hybrid channel assignment [46]. However, none of them takes the 

Capacity Utilization of the channels into account. The node can monitor its own Capacity 

Utilization or its neighbours’ to select the appropriate operating channel when the node is 

operating under heavy load conditions in order to alleviate avoid the saturation or 

congestion. 

Admission Control: The node Capacity Utilization can be used to assess the availability 

of the network capacity and to support an admission control function [47] to either admit 

or reject the incoming requests to join a network. For example, once an AP’s Capacity 

Utilization is 100%, it indicates that this AP cannot win any more transmission 

opportunities and should reject any new incoming traffic. Similarly, the neighbour nodes 

can use the estimator to measure the AP’s Capacity Utilization and then stop transmitting 

new traffic to the node if they find it to be saturated.  
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Radio Resource Management: In [14], radio resource management is used for 

bandwidth provision that can prevent a node’s bandwidth from being seized by other 

nodes in VoIP and video streaming services. Estimating the neighbour nodes’ Capacity 

Utilization within an admission control scheme can ensure that sufficient bandwidth can 

be allocated to each node to satisfy its QoS requirements or to provide different priorities 

for different applications or users. 

Node Saturation Detection: In Bianchi’s model [30], node saturation is defined as where 

there is one packet always waiting for transmission or the transmission queue is 

nonempty. In this thesis, we define node saturation as a situation that can arise where the 

node cannot win a sufficient number of transmission opportunities to satisfy its traffic 

load. It is the most serious problem in managing WLANs as it can give rise to node 

congestion which in turn can give rise to unacceptable packet delay and losses on a 

network resulting in a poor performance for most applications. Once the onset of node 

saturation is detected by neighbour nodes, the neighbour nodes can take timely action in 

order to prevent the node from becoming congested, thereby minimizing packet delay and 

losses. It can also be used to determine the reason for the increased packet delay and 

losses. The potential benefit of the Capacity Utilization estimator will be illustrated later 

in section 5.4 by deploying it in an application for detecting node saturation in order to 

evaluate the performance of our estimator. 

2.5 Network Simulation 

In order to simulate a real network environment, network simulator version 2 (ns2) was 

developed by UC Berkeley in 1997 and is now available as an open source and free 

software simulation platform [48]. The ns2 simulator is one of most popular source open 

source network simulators with variety of modules that runs on Unix-based systems. It is 

a discrete event simulator (where timing of events is determined by a scheduler) targeted 
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at networking research. The architecture of ns2 follows closely that of the Open Systems 

Interconnection (OSI) network model. The ns2 also provides substantial support for the 

simulation of TCP/UDP/RTP/SRM, routing, queuing, and multicast protocols over wired 

and wireless (local and satellite) networks. Compared to ns1 (no longer developed or 

maintained) and ns3 (is being actively developed), ns2 is more mature and fully 

developed, thus we choose ns2 as the simulation tool in this thesis. Apart from these 

simulators, other simulators such as OPNET, OMNET++, and GloMoSim have been 

developed for academic research. Moreover, a real-system/testbed can be costly, complex, 

and difficult to deploy. The simulators can quickly configure different parameter settings, 

is easy to extend and can quickly produce results. 

2.5.1 The Structure of ns2 

ns-allinone-2.35

ns-2.35tcl/tk8.5.10 tclcl-1.20

common tools tcp queue mac trace tcl

lib rtglib

Level 1

Level 2

Level 3

Level 4

nam-1.15otcl-1.14 xgraph-12.2
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Modules in   
the interpreted

hierarchy

Input TCL 
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file

Output  
simulation 
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Simulation Objects
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All NS2 
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Figure 2.18: Basic Architecture and Components of ns2 Simulator 
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The basic structure and main components of ns2 are shown in Figure 2.18. It shows that 

the ns2 simulator is based on two key languages [49]: an object oriented simulator, 

written in C++ which defines the internal mechanism of simulation objects, and an OTcl 

(an object oriented extension of Tcl (Tool Command Language)) which sets up 

simulation, configures the relative parameters and executes a user’s command scripts. 

The C++ and OTcl classes are referred to as a Complied hierarchy and an Interpreted 

hierarchy. The linkage between the C++ and OTcl is TclCL (Tcl with classes). Mapped to 

a C++ object, variables in the OTcl domains are sometimes referred to as handles. For 

example, a handle is just a string in the OTcl domain and the functionality of this handle 

is defined in the mapped C++ object. 

2.5.2 The Advantages and Benefits of ns2  

Rich libraries and modules: ns2 also has a rich library of network and protocol objects. 

Different modules and classes are set up in different levels of dictionaries. The modules 

in the Complied hierarchy are classified at level 3, i.e., directory Common contains basic 

modules such as Node class, Packet class, Session class and Encapsulator class etc. The 

directory Tools contains various helper classes including a random variable generator 

Random class and traffic generator such as CBR_traffic class, EXPOO_traffic class 

(exponential traffic) and PARETO_traffic class. The directory mac module defines the 

MAC classes, mac_802_3 classes, mac_802_11 classes, mac-csma classes and other 

classes concerned with the MAC layer. 

Easy to use: In ns2, C++ is used to implement the detailed protocol as it provides 

sufficient execution speed. New agents, packet types, protocols can be introduced by 

modifying or adding to the libraries and modules. OTcl is used to assemble different 

components and configure network parameters in order to control the simulation scenario 
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and schedule the events. The combination of OTcl and C++ provides users with both 

convenience and usability. 

Evaluation of ns2: In the simulation studies of [50], ns2 is the most popular simulation 

tool used in network research. Research using ns2 includes the numerous WLANs 

applications and protocols in different layer such as resource allocation, real-time 

communication, energy issues, transport protocols and control strategies [51]. Comparing 

with other simulators such as OMNeT++ and QualNet, the author [52] tests different 

network models and concludes that the results from ns2 come closest to reality. Some 

research presents a validation of ns2 wireless model and concludes with some 

recommendations. In [53, 54], the authors suggest a series of recommendations for 

researchers when using ns2 simulator such as to list the assumptions about environment 

clearly, to explore a range of model parameters, and to develop a range of propagation 

models that suit different environments. The results in [51] show that the packet delivery 

ratios, the connectivity graphs, and the packet latencies comparing the characteristics of a 

real network and the corresponding model present an average error of 0.3%, 10%, and 57% 

respectively. 

2.6 Chapter Summary 

This chapter introduces the relevant basic concepts of WLANs, the IEEE 802.11 MAC 

mechanism, the concepts of node capacity and Capacity Utilization, the benefits and 

possible applications of being able to estimate node Capacity Utilization, the challenges 

in estimating the node Capacity Utilization and the ns2 simulator. This basic knowledge 

is required for an understanding of the characteristics, challenges, benefits, applications in 

designing an estimator for Capacity Utilization based upon passive observations by 

remote neighbour nodes.  
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In order to provide for the better performance of WLANs, we developed an estimator for 

the Capacity Utilization based upon the IEEE 802.11 DCF mechanism which can be 

deployed on IEEE 802.11 b/a/g/n networks. The estimator can be employed in multi-

neighbour network topologies such as mesh and ad hoc networks. However, the hidden 

node problem is a major challenge for this type of network. Our estimator handles the 

hidden node problem by passively monitoring the transmitted frames and processing them 

under a number of assumptions. Once it becomes possible to measure node Capacity 

Utilization, it can be employed in many applications to enhance the network performance. 

We implemented our Capacity Utilization estimator in a passive node saturation detection 

method and compare it to two other methods: queue observation method based upon 

Bianchi’s [28] definition and regularly pinging method. We use the ns2 simulator to 

validate our error model and identify the factors influencing the accuracy of the estimator. 

The details and descriptions of our Capacity Utilization estimator will be presented in 

Chapter 4. 
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Chapter 3 Literature Review 
In wired networks, two nodes use a cable to connect to each other and the capacity is 

widely defined as the maximum transmission rate that can be achieved between the two 

nodes. Most estimation schemes assumed that the capacity on wired networks is a 

constant value. However, owing to the shared nature of medium and the IEEE 802.11 

MAC mechanism, the term “link” is ambiguous and difficult to define in WLANs. The 

WLAN nodes contend for the medium and interact with their neighbour nodes by 

employing the CSMA/CA mechanism. Consequently, the capacity of a WLAN node is 

not fixed and can vary dramatically due to the characteristics of WLANs operating 

environment.  

Different researchers have tended to define their own capacity definition and other 

throughput-related metrics (e.g. node capacity and available bandwidth) and consequently 

there is no universally accepted definition of capacity. Therefore, in this thesis we will 

use the two terms node capacity and bandwidth availability interchangeably. 

The ability to measure these metrics can be used in many wireless applications to support 

improved services such as AP selection [34], QoS provisioning [55], resource aware 

routing protocols [8, 43], channel selection [56], admission control [57], radio resource 

management [13], and node saturation detection. Therefore, the analysis and discussion of 

the literature in this chapter describes the different concepts, definitions, methodologies 

and application areas of capacity estimation techniques in WLANs. 

Currently, there are three main methods to estimate the capacity: active probing methods, 

analytical and mathematical methods, and passive analysis methods as shown in Figure 

3.1. However, these methods exhibit a number of disadvantages with regard to accuracy, 

reliability and overhead in the estimation of capacity. A number of active probing 
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techniques for capacity estimation are addressed here that show low accuracy and high 

overhead for the network. Analytical and mathematical methods are based upon certain 

assumptions that are not suitable for the wireless applications in real networks. Local 

passive measurements based upon analyzing the transmitted packets performed at a node 

tend to produce more accurate results [5-7]. The proposed algorithms, measurement 

metrics, and performance evaluation of these estimation techniques are investigated and 

discussed in section 3.1, 3.2, 3.3 and 3.4 respectively. 
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Figure 3.1: The Main Techniques Used for Capacity Estimation 

Finally, in order to demonstrate the benefits and potential applications of using capacity 

estimation techniques, section 3.5 introduces and evaluates some of the methods proposed 

for utilizing capacity information in different wireless application areas. 

3.1 Active Probing Approaches in Capacity Estimation  

In a wired network, the fundamental definition [2] of capacity 𝐶𝑚 is the maximum possible 

throughput that a wired link or a network path can deliver. Most researches also 

differentiate between capacity and another important metric called available bandwidth 𝐴𝑚 

defined as the maximum unused or spare throughput that a wired link or a network hop 
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can deliver as introduced in section 2.3.1. For a wired end-to-end path, the available 

bandwidth A is the minimum available bandwidth of all H hops [2] and is defined as: 

𝐴 = min
𝑚=1,⋯⋯,𝑇

𝐴𝑚                                                              (3.1) 

A number of estimation tools have been proposed that transmit a sequence of packets 

called probe packets with pre-defined inter-packet time intervals to estimate the capacity 

or available bandwidth in wired networks. These estimation tools can be divided into 

three categories: variable packet size (VPS) methods, packet gap methods (PGM), and 

packet rate methods (PRM) which are described in the following sections.   

3.1.1 Active Probing Approaches in Wired Networks 
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Figure 3.2: (a) A VPS Network Model (b) An Example of the Relationship between RTT 

and Packet Size 

The VPS employs a set of probe packets with a variable packet size [58, 59] which 

measures the round-trip delay time (RTT) of a single hop or an end-to-end path as shown 

in Figure 3.2(a). The sending node i-1 forces the probe packets to expire by setting the 

Time-To-Live (TTL) field. When node i receives the probe packets, it drops the packets 

and returns an ICMP error message (i.e. a “time exceeded” response). The RTT on hop i 
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is considered to contain four types of delay for a given packet size L and capacity C 

between two nodes as follows: 

𝑅𝑇𝑇𝑚 =
𝐿
𝐶

+ 𝑆𝑝𝑓𝑙𝑝 + 𝑆𝑝𝑓𝑙𝑎 + 𝑞1 + 𝑞2 +
𝐿
𝐶

′

+ 𝑆𝑝𝑓𝑙𝑝′ + 𝑆𝑝𝑓𝑙𝑎′ +𝑞1′ + 𝑞2′  

= 𝛼𝑚 + 𝐿
𝐶

                                                                                                                (3.2)                     

In the equation (3.2), 𝑆𝑝𝑓𝑙𝑝 represents the propagation delay that is independent of the 

packet size (assumed to be a constant value), 𝑆𝑝𝑓𝑙𝑎 is the delay of processing the packet 

on the router, 𝑞1 and 𝑞2 is the queuing delay, 𝐿
𝐶
 is the delay in transmitting a probe packet, 

and 𝐿
𝐶

′
,  𝑆𝑝𝑓𝑙𝑝′ ,𝑆𝑝𝑓𝑙𝑎′ , 𝑞1′  and 𝑞2′  are the corresponding delay parameters of the return path. 

The source node selects the minimum RTT (under the assumption that the queue delay 

and process delay is zero) of the sending packets, then computes a linear regression 

among the minimum RTTs for each packet length to measure the delay 𝛼𝑚 and capacity C 

as shown in Figure 3.2(b). Such a method can cause a high overhead. Therefore, much 

work has been carried out to improve this method by implementing several techniques 

such as using two pairs of probe packets [60] and a multi-probe packets model that does 

not send back ICMP error messages [61]. 

Another capacity estimation method is the packet gap method (PGM) that uses the time 

gap or difference between the arrival time of two successive probe packets [62, 63] (Δin, 

Δout) to measure the capacity in a time interval (t, t+ Δin) as shown in Figure 3.3.  

C

Δin Δout

Incoming Probing Packets Outgoing Probing Packets

Network Node 

 

Figure 3.3: Active Packet Gap Model 
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As a result of using the same packet sizes L, the pair of probe packets experiences a 

similar transmission delay, propagation delay, and process delay etc. If the separation 

between the pair of incoming probe packets Δin is smaller than the transmission delay of 

the first packet, the separation of two outgoing probe packets Δout will be increased. 

Otherwise, the Δout remains unchanged. Thus the relationship of the separation of two 

probe packets and capacity is:  

∆𝑐𝑉𝐸 = max �∆𝐸𝑐,
𝐿
𝐶
�                                                         (3.3) 

Pathrate [64] studies the separation of long probing trains that contains N probe packets of 

the same packet size L, then sums the time gap of all probe packets ∆(𝑁) in the train. The 

capacity C of the path without any traffic is given by: 

𝐶 =
(𝑁 − 1) × 𝐿

∆(𝑁)                                                            (3.4) 

During the time interval Δin between the two probe packets, there are a total of (Δout- 

Δin)×C traffic bits that have passed along the hop. Therefore the available bandwidth 

defined as the unused throughput that a link can achieve under the presence of network 

traffic can be derived as: 

𝐴𝑅𝐸𝐸𝑉𝐸𝐴𝑉𝐸 𝐵𝐸𝑐𝑆𝑊𝐸𝐸ℎ(𝐸, 𝐸 + 𝛥𝐸𝑐) = �1 −
∆𝑐𝑉𝐸 − ∆𝐸𝑐

∆𝐸𝑐
� × 𝐶                     (3.5) 

Moreover, other methodologies use the PGM approach in available bandwidth estimation 

such as Spruce [65] employing equation (3.5) directly by using a Poisson process of 

probing pairs, IGI [66] using probing trains with increasing gaps and Delphi [67] 

employing an exponentially spaced probe packet train. 

The packet rate method (PRM) is an iterative method that induces congestion at some 

bottleneck link of a path with different probe packet rates and makes a comparison 

between the input probing and output probing packet rates. With an increase in the input 

probing packet rate, the output probing packet rate also increases. However, once the 
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input rate of probe packets exceeds the available capacity, the output probing packet rate 

will not increase. The receiver seeks the turning point in the rate response curve and 

determines the available capacity. Generally, there are two types of probe packets rate 

used: a periodic packet stream at a certain rate (i.e. self-loading periodic streams (SLoPS) 

[68]) and a number of packets with a gradually increasing rate from sender to receiver (i.e. 

trains of packet pairs (TOPP) [69]). Other estimation techniques include Pathload [70], 

PathChirp [71], PathMon [72], BART [73], MR-BART [74] that employ various probing 

schemes and extend the above approaches to estimate capacity or available bandwidth in 

wired networks. 

3.1.2 Active Probing Approaches in WLANs 

Previous definitions and capacity estimation methods and tools have been primarily 

directed at the investigation of wired networks. However, the majority of these definitions 

and schemes cannot be directly applied to wireless networks. The capacity of a WLAN 

node depends largely on the characteristics of the wireless shared medium and 

coordination functions which may result in a variability of available medium resources 

[5]. This makes accurate measurement-based estimation of capacity more complex in 

wireless networks. Moreover, the accurate capacity estimation is a major challenge as the 

channel experiences various unpredictable factors such as interference, fading, path loss 

[75] which affects the performance of estimation. For example, in IEEE 802.11b WLANs, 

the physical rate may change dramatically and rapidly from 11 Mbps down to 1 Mbps due 

to the rate adaptation mechanism used. Thus the concept of capacity in wired networks is 

not suitable for wireless networks. Thirdly, collisions arising from hidden nodes in 

WLANs are hard to predict and this leads to an inaccuracy in the capacity estimation. 

Currently researchers improving these active probing models in WLAN networks will be 

discussed in the following.  
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Variable Packet Size 

WBD [76] also uses a series of probe packets with different packet sizes to estimate the 

link bandwidth C defined as the maximum transmission PHY rate by calculating the 

minimum or mean RTT for different probe packet sizes L. The RTT is derived as:  

𝑅𝑇𝑇 = 𝐸𝑤𝑚𝑚𝑆 +
𝐿
𝐶

+ 𝐸𝑖                                                        (3.6) 

Where twait represents the time interval associated with backoff and deferral before a 

packet transmission which can be regarded as a random value, and td is a constant value 

including SIFS, DIFS, the time duration for transmitting RTS/CTS and ACK, and the 

propagation delay. In [77], the author defines the end-to-end bandwidth as the maximum 

transmission rate that a source node can achieve without competing traffic from 

neighbour nodes. The author also assumes that the time required to seize and release the 

channel in a one hop transmission is a random variable (whose mean is a function of the 

packet length).  

However in the above method, the source node needs to send a large number of probe 

packets and compares all the RTTs of the sending packets in order to obtain the minimum 

RTT to measure the maximum transmission rate. It has a high overhead and requires a 

long time to produce an accurate result. Moreover, the VPS focuses on the estimation of 

maximum transmission rate (referred to as link capacity in wired networks). It does not 

take into consideration the achievable bandwidth for a WLAN node under the existence 

of competing traffic from neighbour nodes. Finally, it is different from the definition of a 

WLAN node capacity in this thesis. 

ProbeGap [31] tool sends a series of Poisson-spaced probe packets and collects the one-

way delays (OWD) of these probe packets. It picks the maximum OWD of the probe 

packets, estimates the fraction of time that the channel is idle by probing for “gaps” in the 

busy periods, and then multiplies this by the channel rate to obtain an estimate of the 
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available bandwidth. However, the result produces an overestimation of the available 

bandwidth when the network traffic rate is high. 

Packet Gap Model  

An Adhoc Probe [78], also employs a pair of packets with fixed packet sizes based on the 

CapProbe [79] technique which measures the capacity defined as the maximum 

achievable rate over the wireless path in the absence of any competing traffic, i.e. it is 

simply the packet size divided by the separation. The authors in [80, 81] proposed an 

alternative and more accurate approach by extending the Adhoc Probe for throughput 

estimation of a WMN network. The results show that the capacity measurement is 

dependent on the probe packet length. However, it does not consider the estimation under 

the conditions that the neighbour nodes contend for the medium.  

In a packet gap method based tool WBest [82], the author defines the available bandwidth 

as the maximum amount of capacity that a newly arriving traffic flow can acquire at the 

bottleneck router under the existence of competing traffic. Firstly, using a probing pair 

separation method the effective capacity Ce can be written as equation (3.7), which 

represents the maximum capability of the wireless network to deliver network layer 

traffic. 

𝐶𝑎 =
∫ 𝐿

𝑇(𝐸)
𝑆1
𝑆0 𝑆𝐸

𝐸1 − 𝐸0
                                                                (3.7) 

Where L is the packet size and T(t) is the packet separation at time t in a observation 

interval (t0, t1). Secondly, it employs a probe packet train technique at a rate 𝐶𝑎  and 

measures the average separation rate R at the receiver to estimate the available bandwidth 

using: 

 𝐴 = 𝐶𝑎 × �2 −
𝐶𝑎
𝑅
�                                                          (3.8) 
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However, this method needs an initial estimate to measure the 𝐶𝑎  value by sending a 

number of probe packet pairs. Then it is required to send another probe packet train to 

estimate the available bandwidth which increases the network overhead. The results show 

that this method has a higher accuracy, but the author only compared this WBest tool with 

other wired networks capacity estimation tools.  

An empirical approach [4] employs a stream of probe packets in an uniformly distributed 

time interval to estimate the channel utilization and residual bandwidth in IEEE 802.11 ad 

hoc networks. The author defines the residual bandwidth as the ’spare’ portion of the total 

bandwidth that is not used by neighbour traffic. The sender node estimates the residual 

bandwidth before initiating any data traffic. It measures the time period during which the 

channel is occupied by a neighbour’s traffic packet through observing a train of probe 

packets and measuring the delays of probe packets. The residual bandwidth is denoted 

as 𝜂𝑓𝑎𝑎 = (1 − 𝑉�𝑎) × 𝜂𝑚𝑚𝑚, where 𝑉�𝑎 is the measured channel utilization and 𝜂𝑚𝑚𝑚 is the 

maximum throughput when the channel is saturated. Simulation results show that the 

measurements are considerably more accurate when the sum of neighbour traffic and 

probe traffic is not close to congestion. However under a congestion condition, this 

method provides an overestimation of the channel utilization. Moreover, the accuracy of 

estimation is dependent on the number of probe packets K sent and neighbour traffic load 

(i.e. the estimation performs with high accuracy when using a smaller K under lower 

network traffic or using a larger K under heavier network traffic respectively). The author 

suggested an adaptive probing rate, however the traffic load from the hidden nodes are 

impossible to accurately predict in a WLAN. 

Packet Rate Method 

In [83], the author compared both SLoPS and TOPP algorithms based upon PRM through 

mathematical analysis and simulation. The SLoPS technique performs with a faster 



Chapter 3 Literature Review 

54 

 

estimation time and a poorer accuracy than that of TOPP technique. In order to increase 

the accuracy and minimize the measurement time, the author also proposed the SLOT 

algorithm to estimate available bandwidth in IEEE 802.11 networks. SLOT uses the 

SLoPS strategy by sending a stream of probe packets pairs at a constant rate as a first step 

to seek the measurable range of available bandwidth. In the second stage, it employs a 

TOPP strategy through sending trains of probe packets rate with an increasing rate to 

obtain the accurate available bandwidth from the measurable range acquired in first step. 

Available 
Bandwidth

Link Capacity of the 
Congested Link

io

i

i
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Figure 3.4: Basic Model of DietTOPP [3] 

Based on the trains of probe packet pairs method, DietTOPP [3] defines a wireless link as 

a traffic flow path from source node to destinations. It has been developed to measure the 

available bandwidth of an end-to-end link in a wireless environment. DietTOPP is a 

packet rate based method that injects probe packets trains with identical sizes and with an 

increasing rate along the path towards the receiver. The relationship between available 

bandwidth and probe packets rate is shown in Figure 3.4 where the offered rate 𝑐𝑚 of the 

probe packets gradually increases until congestion occurs. At the point at which the 

measured probe packets rate 𝐸𝑚 becomes constant, this can be used to provide a measure 

of the available bandwidth. A BART tool [84] also used by the PRM and employs a 

Kalman filter to estimate how much bandwidth an application or a WLAN node can 

expect to use when sending or receiving network traffic. 
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In contrast to the wired networks, the result indicates that the accuracy of available 

bandwidth estimation based probe packet techniques in wireless networks is not only 

dependent on the probe packet size but also on the neighbour traffic intensity due to the 

contention between the network nodes in accessing the medium. 

3.1.3 Discussion 

The concept of capacity estimation was first proposed in wired networks to provide a 

better service for applications such as routing, flow control, congestion detection etc. A 

number of estimation tools based upon active probe packets have been studied to provide 

accurate capacity estimation in wired networks. Most estimation schemes assume the 

capacity of the wired link is constant while the link is assumed to be point-to-point [31] 

and connected by a cable. However, these assumptions and definitions are not applicable 

to wireless networks due to the characteristics described in section 2.4.1. The results from 

the experiments [5-7] which compare the performance of some of the existing tools for 

available bandwidth estimation suggest that probe-based tools are not the best choice for 

wireless networks. The authors conclude that those probe-based tools that perform well in 

wired networks cannot provide accurate and consistent results in wireless networks. The 

active measurement has an effect on the observed channel of introducing latency and 

jitter [85]. The passive scheme is more accurate and less costly. Moreover, the basic 

model employs the common assumption of First-Come First Served (FCFS) in capacity 

estimation which may not be suitable for WLANs with contending traffic due to the IEEE 

802.11 DCF mechanism which seeks to achieve a fair access allocation [5, 31]. When 

employing this approach, some important considerations need to be borne in mind. The 

trade-off between overhead and accuracy cannot be ignored because probe packets 

consume the shared medium and channel bandwidth. This approach impacts negatively 

on the network performance under node congestion conditions. Moreover, the results 
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from more recent researchers show that the accuracy of the estimation also depends on 

the network traffic intensity and probe packet size. Thirdly, active probing methods rely 

on the successful transmission of probe packets, the accuracy will be reduced when a 

number of significant probe packets are lost due to collisions or transmission errors. 

Currently, most researchers focus on passive methods to obtain the node capacity. 

3.2 Analytical and Mathematical Approaches 

Some of the capacity estimation methods use a purely analytical approach to model and 

evaluate the performance of a wireless network. Bianchi [30] presents an analytical model 

to compute the saturation throughput (defined as the maximum load that a single cell can 

deliver) performance of the IEEE 802.11 DCF with a bi-dimensional Markov Chain 

model to model the backoff counter and the number of collisions of each node under 

saturation conditions. The saturated throughput 𝑇𝑃𝑎𝑚𝑆 in a randomly chosen slot time T 

(i.e. time interval between the beginnings of two successive decrementing slot times) is: 

𝑇𝑃𝑎𝑚𝑆 =
𝐴[𝑆𝑉𝐴𝐴𝐸𝐸𝐸𝑓𝑉𝑉 𝐸𝐸𝐸𝑐𝐸𝐸𝐸𝐸𝐸𝐸𝑆 𝑝𝐸𝑦𝑉𝑐𝐸𝑆 𝐴𝐸𝐸𝐸 𝐸𝑐 𝑇]

𝐴[𝑇]
                   (3.9) 

Bianchi’s model produces accurate measurements under the assumptions of:  

• Finite number of terminals and every node is saturated 

• Ideal channel conditions (i.e. no hidden nodes) 

• Constant and independent collision probability of a transmitted by each node 

However, this saturation assumption is a rare situation in real IEEE 802.11 networks, i.e. 

nodes are far from being all saturated at the same time period. Duffy [86] developed an 

extension of Bianchi’s model to consider a non-saturated environment. However the 

extended model still assumes an ideal channel without transmission errors and performs 

with high accuracy under the assumptions of constant packet arrival probability and small 

buffers. Garetto [87] proposed an analytical model to predict each flow’s throughput and 
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extended Bianchi’s model in CSMA/CA multi-hop wireless networks. Kwak [88] 

analyses the performance of DCF binary exponential backoff with a maximum retry limit 

to obtain the saturation throughput and the medium access delay with N network nodes 

under the similar assumptions of Bianchi’s model. In [89], the author defined the end-to-

end throughput capacity as the maximum achievable end-to-end throughput of a new flow 

in the presence of the existing traffic flows. The author also proposed an analytical 

methodology in multi-hop wireless networks and assumed a fixed packet size for the 

UDP traffic streams, fixed signal to interference ratio (SIR) value, and non-empty queue. 

Gupta and Kumar [90] considered two possible models for the successful reception of a 

frame transmission over one hop. The protocol model prevents a neighbouring node from 

transmitting on the same sub-channel at the same time and in a physical model a 

successful transmission depends on a minimum SIR. The capacity of wireless networks 

with n identical random located nodes which are capable of transmitting at W bits per 

second with fixed range is 𝜃( 𝐶
�nlog𝑚

) bits per second under a protocol model. The model 

was then extended to compute an approximation of the maximum throughput for arbitrary 

wireless networks under several interference models [91]. However, the fundamental 

limitation of this model is that it requires an ideal scheduling algorithm which knows all 

the nodes’ locations and all their traffic demands. Other approaches [92] [93] also 

proposed an analytic method to model the wireless characteristics for capacity estimation. 

In [92], the author assumes every node has the same arrival rate in order to compute the 

average delay and normalized throughput for the standard packet size. 

The analytical models contribute significantly to modeling the network behaviour and 

analyzing the theoretical saturated throughput, capacity or achievable capacity boundary 

in WLANs. However all the analytical models discussed above have their limitations and 

have been operated under some specified assumptions. Some assumptions are not suitable 
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for real IEEE 802.11 networks, i.e. where every node is saturated and an ideal channel 

with no transmission errors [30, 87], constant packet arrival probability, small buffer [86], 

fixed packet size of traffic load, or under a given interference model [90] [91] [94]. Thus 

these results are suitable for theoretical analysis, not for the performance analysis of 

wireless applications in a real environment. 

3.3 Passive Approaches for Capacity Estimation 

Passive approaches are techniques that only analyse the transmitted frames and use local 

information to estimate the capacity of a single node or a pair of nodes (denoted as a 

wireless link by some researchers and introduced in section 3.3.4) in WLANs. Most 

researches use the term “available bandwidth” to denote node capacity in order to 

describe the bandwidth available for a WLAN node under the current channel conditions. 

Different researchers have adopted their own definitions and throughput-related 

measurement metrics to optimize the service performance of wireless applications that 

will be discussed in the following. The WLAN node passively monitors the channel usage 

and estimates the throughput-related metric (i.e. available bandwidth) and then broadcasts 

the information to its neighbour nodes for the wireless applications such as routing 

selection or admission control. 

3.3.1 Factors Influencing the Accuracy of Estimation 

In the passive approaches for available bandwidth estimation, a node i locally monitors 

the channel utilization ratio 𝐶�𝑎ℎ𝑚𝑚 by sensing the channel status then multiplying it by the 

maximum transmission rate Ci to obtain the available bandwidth AB(i) in a given 

measurement interval of interest. The basic formula [55] [2] is: 

𝐴𝐵(𝐸) = (1 − 𝐶�𝑎ℎ𝑚𝑚) × 𝐶𝑚                                                  (3.10) 

However, once the network nodes attempt to transmit packets, they need to wait for an 

interval of DIFS before decrementing their backoff counter. In another words, this time 
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period required to actually win a transmission opportunity on the medium does not belong 

to “available” time period which can be utilized for packet transmission. In [95], the 

author considered all the factors affecting the available bandwidth (AB) estimation and 

takes into account the formula (3.11) where Tidle represents the channel idle time and T 

represents a given measurement interval of interest in sensing the channel.  

𝐴𝐵 ≤
𝑇𝑚𝑖𝑖𝑎
𝑇

× 𝐶𝑚                                                             (3.11) 

As the simulation results in section 2.3.2 have shown, an 11 Mbps implementation of 

IEEE 802.11b cannot deliver throughputs higher than 7 Mbps under UDP traffic. Thus 

simply sensing whether the channel is idle or busy may not accurately estimate the 

available bandwidth. For a node, the available bandwidth estimation obtained by 

measuring channel utilization should be considered by using a factor “Access Time 

Interval” (referred to as Taccess) in a total time period as shown in Figure 3.5. 

Framei(1)

ACK

Framei+1(1) Framei+1(1)

ACK

Failed Transmission Re-transmissionSuccessful Transmission

DIFS DIFS DIFSBackoff Backoff Backoff

Medium BusyTaccess Medium Busy Medium BusyTaccess Taccess  

Figure 3.5: The Factor “Access Time Interval” 

The term Taccess represents the proportion of extra time introduced by DIFS and the 

backoff counter. Suppose there is only one packet being transmitted on the medium, this 

access time for one packet should be DIFS plus a random backoff counter. For two nodes 

competing for the medium, this access time is shared by the nodes and is more 
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complicated. However, it is a challenge to measure Taccess, as it is related to the contention 

and cannot be calculated directly due to the random backoff counter. It is also affected by 

the number of neighbours competing for the medium, collision probabilities, and the 

network traffic rate. Moreover, Figure 3.5 shows that the failed packet transmission also 

occupies the channel. However, it is difficult to capture the failed packets through a 

passive monitoring approach. This section introduces a number of studies that use passive 

approaches to develop the available bandwidth in WLANs. Different methods have been 

proposed that use different definitions, methods and consider different factors influencing 

the accuracy of estimation. In order to better organize the proposed references, the 

estimation methods are divided into two categories: Local estimation with non-interfering 

nodes and interfering nodes respectively. 

3.3.2 Local Estimation with Non-Interfering Nodes 

The author in [96] defines the maximum achievable bandwidth as the maximum 

throughput that can be achieved by locally observing the ratio of successfully transmitted 

payload and the channel occupancy time at the sender nodes. An estimator called EVA 

[97] estimates the available bandwidth (defined as maximum achievable bandwidth) as 

the number of successfully transmitted frames multiplied by the payload size, divided by 

the expected frame transmission time. However, the above two methods do not consider 

the available bandwidth in the presence of neighbour traffic.  

In [55], each wireless node continually monitors the channel status (idle or busy states) 

and estimates its available bandwidth for each measurement interval T by computing the 

channel utilization ratio 𝐶𝑎ℎ𝑚𝑚 as equation (3.12) and using a exponentially weighted 

moving average filter to measure the current channel utilization ratio 𝐶𝑎ℎ𝑚𝑚(𝐸) at time t. 

𝐶𝑎ℎ𝑚𝑚 =
𝑇𝑎ℎ𝑚𝑚𝑚𝑎𝑖_𝑏𝑏𝑎𝑏

𝑇
                                                        (3.12) 
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estimation of capacity information to its neighbour nodes for taking further actions. 

This may increase the overhead, make the applications more complex and the 

communications may not be completely reliable due to the packet losses or delay.   

• Our Capacity Utilization estimator measures the node capacity and Capacity 

Utilization of a WLAN node. The node capacity is defined as the bandwidth available 

under the current load conditions and represents the maximum load that can be 

achieved by the node provided that the other network nodes maintain their current 

load. The Capacity Utilization is the ratio of the bandwidth utilized by a node in 

transmitting its load and the node capacity.  

• Compared to other proposed passive local measurement or active bandwidth 

estimation algorithms, our Capacity Utilization estimator based upon neighbour 

observations eliminates the shortcomings of both of them. The remote Capacity 

Utilization estimator is more reliable, accurate, and completely passive and has no 

impact on the existing network traffic and network performance. From the perspective 

of wireless applications, our estimator can be used to directly optimize and improve 

the performance of those applications, such as the AP selection mechanism in ANDSF, 

resource aware routing, channel selection and admission control. 

• Our Capacity Utilization estimator considers both successful and failed transmissions, 

models the IEEE 802.11 DCF exponential backoff mechanism and takes explicit 

account of hidden nodes. 

• The main shortcoming is the unavoidable error associated with the Capacity 

Utilization estimation because the monitor node and the observed node do not 

necessarily see the same neighbour nodes, i.e. they do not experience the same 

medium. The main factors that affect the accuracy of estimations are as follows: the 

number of unobservable neighbours of the observed node and the traffic load of 
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unobservable neighbour nodes. 

• The factors influencing the accuracy of the Capacity Utilization estimator before and 

after the modifications are investigated in chapter 5. The remote Capacity Utilization 

estimator has a higher accuracy under a smaller number of neighbours, a larger 

number of observable neighbours, and a light traffic load sent from neighbour nodes. 

• In order to minimize the error associated with the estimation, the Capacity Utilization 

estimator uses three reasonable assumptions. The accuracy of the Capacity Utilization 

estimation has been shown to be significantly enhanced as a result of the 

modifications. 

• Our Capacity Utilization estimator is evaluated by two metrics, namely the failed 

detection ratio (FDR) and false alarm ratio (FAR) in a node saturation detection 

application. An adjustable threshold CUTH selected through different saturation 

probability allows for a trade-off between FDR and FAR in order to enhance the 

accuracy. The simulation results show the feasibility, usage and accuracy of our 

Capacity Utilization estimator in detecting node saturation compared with queue 

monitoring method and a regularly pinging method. 

• Based on the analysis presented in this thesis, it has been shown that our estimator 

which uses remote observations performed by neighbour nodes is feasible, applicable 

and accurate in measuring neighbours’ Capacity Utilization. It also can be utilized in 

wireless networks with multiple-neighbours and is applicable in many wireless 

applications. 

6.2 Suggestions for Future Work  

This section presents some suggestions for possible future work that could extend the 

work of this thesis. 
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6.2.1 Validate, Improve and Extend the Performance of the Capacity 

Utilization Estimator 

In this section, some additional future work is proposed that could address some of the 

weaknesses and limitations of our estimator: 

• Validation and implementation on a testbed experiment. In this thesis, we have used 

the ns2 simulator to test the feasibility and evaluate the performance under the test 

scenarios. Our Capacity Utilization estimator should be validated and implemented in 

a testbed experiment in both indoor and outdoor environments in order to examine the 

performance of the estimator under channel errors due to interference or fading 

caused by physical objects such as walls and doors. An IEEE 802.11 a/b/g wireless 

adapter card on a PC based on Linux platform installed with the modern Atheros 

driver (due to the development of madwifi [153] has ceased in 2008) such as ath5k 

[154] (for IEEE 802.11a/b/g), ath9k [155] (for IEEE 802.11a/b/g/n) or ath10k [156] 

(for IEEE 802.11ac) can be used to configure an monitor mode interface. Using this 

interface, a Libpcap [157] program can be employed to monitor the network, capture 

the packets, analyse their transmissions and estimate the Capacity Utilization of 

neighbour nodes within its reception range. 

• Further improving the accuracy of the Capacity Utilization estimator. The size of 

sliding window has an impact on the accuracy of the average contention estimation. A 

smaller sliding window size may cause an underestimation of average contention 

under a high level of frame retransmissions. Conversely, a larger sliding window size 

may lead to an overestimation of average contention when the level of retransmissions 

is lower. Therefore, the size of sliding window (described in Chapter 4) should be 

adaptively adjusted where the higher the collision probability or the level of 

retransmissions  within the reception range of the observed node, the larger the size of 
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the sliding window that should be used. Moreover, when the number of neighbours is 

large and there is a high traffic rate among the network nodes, many collisions will 

involve three or more nodes. Thus the Assumption 3 will need to be modified to adjust 

the collision probabilities dynamically. The probability distribution of collisions can 

be calculated by an analytical method or modeled and measured through simulation, 

i.e. the probability of the collisions involving two P2n, three P3n or more Hn nodes PHn. 

When the collision probability exceeds a predefined collision probability threshold, 

the estimator should assume that most collisions involve in three nodes or more. The 

neighbour load bandwidth should be:  

�𝐵𝐵𝑙𝑙𝑙𝑙(𝑗)𝑚𝑚𝑚𝑚
𝐸𝐸𝐸

𝑗≠𝑘

= �𝐵𝐵𝑙𝑙𝑙𝑙(𝑗)𝑠𝑠𝑠𝑠 +
1
2
�𝐵𝐵𝑙𝑙𝑙𝑙(𝑗)𝑓𝑓𝑓𝑓
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𝑗≠𝑘

𝐸𝐸𝐸
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𝐻
�𝐵𝐵𝑙𝑙𝑙𝑙(𝑗)𝑓𝑓𝑓𝑓 ×
𝐸𝐸𝐸

𝑗≠𝑘

𝑃𝐻𝐻                  (6.1) 

• Extending the Capacity Utilization estimator to include EDCA operation under the 

IEEE 802.11e standard. Currently, our Capacity Utilization estimator is designed for 

the original IEEE 802.11 DCF MAC mechanism where each node competes for 

access under the same MAC mechanism conditions. Each network nodes measures 

average contention and access bandwidth by using a fixed contention window size 

(e.g. CWmin = 31, CWmax = 1023 in IEEE 802.11b networks), interframe space (a fixed 

DIFS value) and retry counters in the present scheme. However, DCF does not 

support QoS and priority traffic categories for real-time streaming multimedia 

applications in WLANs. The prioritised access mechanism EDCA specified by IEEE 

802.11e [23] defines four access categories (ACs) with different AIFSN, ECWmin, and 

ECWmax parameters permitted (which have been discussed in Chapter 2) to 

differentiate the service types in order to support QoS guarantees for real-time 
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applications. Therefore, our Capacity Utilization estimator will be further extended to 

include the EDCA mechanism in IEEE 802.11e. However, the contention is difficult 

to measure because the deferral time interval and backoff interval of a frame depends 

on the traffic priority. Our sliding window scheme which employs a fixed sliding 

window size calculated to measure average contention will not be appropriate for 

EDCA operation. Moreover, our Assumption 2 will not be suitable due to the 

unpredicted interval of AIFS and backoff of unobserved transmitted load (i.e. 

unknown traffic priority). A new mechanism to estimate the average contention and 

BWaccess bandwidth based upon EDCA mechanism instead of using sliding windows 

needs to be developed and designed in the future.  

• Including support for rate adaption mechanism. Currently, the Capacity Utilization 

estimator does not include the impact of the line rate adaption mechanism. However, 

the line rate is not constant and is dynamically adjusted according to the 

communication conditions. In IEEE 802.11b, the line rate can be reduced from 11 

Mbps to 5.5 Mbps, then 2 Mbps and 1 Mbps due to poor RF condition. In this thesis, 

the line rate is assumed to be fixed (the maximum value of 11 Mbps) which will lead 

to errors being associated with the Capacity Utilization estimation in real 

environments. When the WLAN adapter receives a packet, the driver (i.e. ath5k) can 

decode the frame and obtain the transmission rate through the modulation scheme 

used for the frames. Then we can calculate the load bandwidth of the observed node 

and neighbours and estimate the load bandwidth of the unobserved neighbours by 

Assumption 1. The impact of this rate adaption mechanism under IEEE 

802.11a/b/g/n/ac on the accuracy of estimator will be investigated in the future, i.e. a 

lower line rate will produce larger traffic loads that will give rise to a higher actual 

Capacity Utilization value and larger errors associated with the estimators. 
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6.2.2 Wireless Application Areas for the Capacity Utilization Estimator 

In this section, the challenges and potential applications for our estimator in other WLAN 

areas will be introduced: 

• Our Capacity Utilization estimator will be investigated to support AP selection and 

handoff in ANDSF. In traditional networks, the client selects an AP based upon RSSI. 

However, it is not suitable for large scale wireless networks such as public hotspots 

(i.e. an airport or a university campus) because it may cause higher contention in the 

medium, overload of an AP, AP saturation or congestion due to an asymmetric flow of 

traffic, i.e. numerous clients downloading via a single AP, and the underutilization of 

the other APs’ resources which may degrade the performance of the whole network. 

Using RSSI as an indicator to support AP selection also cannot maintain the load 

balancing that leads to the unsatisfied requirements of users. Therefore, before a client 

attempts to associate with an AP, the client could check both the Capacity Utilization 

information of APs and RSSI before making an association decision. Compared to the 

IEEE 802.11k mechanism [12], the remote Capacity Utilization estimator does not 

need any information exchange before the association phase. A hybrid AP selection 

mechanism that combines our Capacity Utilization estimator and RSSI of two or more 

APs can be designed to provide a better performance to wireless uses. Three 

approaches can be employed to solve this problem for AP selection mechanism in the 

future: 

I. Firstly, the clients can simply choose an AP with the lower Capacity Utilization 

whose RSSI can maintain the connection. 

II. Secondly, this algorithm classifies the traffic into different priorities to select 

different APs, i.e., for time-sensitive traffic types such as Voice or Video traffic 

types which have smaller packet sizes, it should choose the AP with the stronger 
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signal in order to avoid rate adaption due to poor link quality. For some non-time 

sensitive traffic types which have larger packet sizes such as Email, Web request 

or offline download, it should choose the AP with the lower Capacity Utilization 

which indicates a lower contention that may have a lower collision probability, 

lower retransmission probability, and even lower packet losses. 

III. Thirdly, a new metric which considers both Capacity Utilization and RSSI can be 

developed to evaluate the performance the APs within the reception range. This 

metric called the Connection Quality (CQ) of AP k can be defined as: 

𝐶𝐶(𝑘) =
%𝐶𝐶(𝑘)

%𝑅𝑅𝑅𝑅(𝑘)                                                        (6.2) 

Where 𝑅𝑅𝑅𝑅 is the actual signal strength value (dB), 𝑅𝑅𝑅𝑅𝑚𝑚𝑚 is the minimum signal 

strength required to maintain a reliable connection (e.g. -95 dBm [158] for most 

chipsets), %𝑅𝑅𝑅𝑅(𝑘) reflects the ratio of real signal strength that can be derived as: 

%𝑅𝑅𝑅𝑅(𝑘) =
𝑅𝑅𝑅𝑅 − 𝑅𝑅𝑅𝑅𝑚𝑚𝑚

𝑅𝑅𝑅𝑅𝑚𝑚𝑚
                                               (6.3) 

Both smaller %𝐶𝐶(𝑘) and larger %𝑅𝑅𝑅𝑅(𝑘) value lead to smaller CQ values which 

would indicate that an AP k is capable of providing a more reliable connection and 

lower Capacity Utilization. Thus the client should associate with the AP with the 

smaller CQ value. This CQ metric could be used to support information discovery in 

ANDSF. 

Moreover, an intelligent seamless handover mechanism for WLANs through the use 

of our Capacity Utilization estimator can also be developed in the future in order to 

guarantee the QoS of the mobile users’ applications. When the mobile users’ traffic 

loads requirement cannot be satisfied, the users can switch to the AP which has the 

lower Capacity Utilization. 

• A channel selection and assignment mechanism by employing our remote Capacity 
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Utilization estimator in order to avoid the node saturation or congestion in multi-

channel networks can be investigated in the future. The traditional channel selection 

and assignment methods are divided into static channel assignment [44] which assigns 

the channel to the WLANs nodes permanently, dynamic channel assignment [45] 

which allocates the channel dynamically after receiving the request, and hybrid 

channel assignment [46]. However, none of them considers the Capacity Utilization 

of the channels used. Our estimator can be used as a simple metric to select the 

appropriate channel for the users to satisfy their traffic load requirement. Once the 

user detects that its neighbour nodes in the current channel are saturated, then the user 

can scan the other channels in WLANs to find another appropriate channel to avoid or 

alleviate node saturation and congestion. 

• Our Capacity Utilization estimator will be used as a route metric to find paths from a 

source node to destination node in the future. Generally, there are two parts in finding 

a good path in WLANs: routing metrics and routing information dissemination [159]. 

The metric hop counter [160], average RTT [161], expected transmission count [41] 

and effective number of transmissions [162] have been proposed as a routing metric to 

provide better performance of user service. However, most of them need to measure 

the metric of a “link” between a pair of nodes and require information dissemination. 

Moreover, some routing metric and routing protocols have a high overhead (e.g. 

DSDV [37]) and latency (e.g. AODV [39]) in finding a path which does not consider 

the resource utilization and the user’s traffic load requirement. Therefore, we can use 

our Capacity Utilization estimator to design and support routing protocols in the 

future, i.e. Capacity Utilization aware routing (CUAR). The node monitors its 

neighbours’ Capacity Utilization value periodically or under poor QoS link conditions, 

then re-routes by selecting a new path using the neighbours’ Capacity Utilization 
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information to satisfy its QoS requirement. The network node checks its next-hop 

neighbour nodes’ Capacity Utilization and combines it with the hop counter metric 

[160] which is a popular shortest-path metric used to minimize the end-to-end delay. 

Taking the Capacity Utilization metric into account in routing protocols may 

effectively and promptly avoid the node saturation condition that can gave rise to 

packet delay and losses. 
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Appendices 
Appendix A  

Table A.1 The Parameters Set Up of IEEE 802.11b Networks 

Parameters Set Up 

Radio Propagation Model Two-Ray Ground 

Antenna Model Omni-Directional Antenna 

Maximum Packet in Buffer 50 

Routing Protocol DSDV 

Maximum UDP Packet Size 1500 Bytes 

CWmin 31 

CWmax 1023 

Short Retry Limit 7 

Long Retry Limit 4 

Slot Time 20 μs 

SIFS 10 μs 

DIFS 50 μs 

Short Preamble 72 Bits 

PLCP Header Length 48 Bits 

PLCP Data Rate 2Mbps (for short preamble) 

Line Rate 11Mbps 

Basic Rate 1 Mbps 



Appendices 

193 

 

RTS Threshold 3000 Bytes 

Transmit Power 1.561611e-1 W 

Reception Range 50 meters 

Interference Range 50 meters 

Channel Frequency 2.472 GHz 
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Appendix B 

Table B.1 The Data Values of all Probabilities of the Number of Observable 

Neighbours M under Different N 

N 

M 
2 3 4 5 6 7 8 9 10 

1 0.438 0.211 0.1089 0.0584 0.03281 0.018769 0.010989 0.006462 0.0039 

2 0.562 0.452 0.307 0.2019 0.1302 0.084134 0.054397 0.035067 0.022763 

3  0.337 0.37 0.3121 0.2436 0.181058 0.130919 0.094185 0.066567 

4   0.214 0.2842 0.2787 0.245023 0.203155 0.161912 0.126128 

5    0.1432 0.2151 0.234452 0.225894 0.203451 0.175407 

6     0.0997 0.164196 0.193161 0.198452 0.191057 

7      0.072368 0.126733 0.157944 0.170786 

8       0.054156 0.100758 0.129869 

9        0.041769 0.08047 

10         0.032963 
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Appendix C 

 

Figure C.1: The PDF of the ARE for NonModCU in (a) Scenario A-1 and (b) Scenario A-

2 

 

 

Figure C.2: The PDF of the ARE of NonModCU under Different N Scenarios with (a) 

Lower Traffic Load (a) Higher Traffic Load 
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Figure C.3: The (a) PDF and (b) CDF of the ARE of NonModCU where N = 2 
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Figure C.4: The PDF of the ARE of NonModCU where N = 3 
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Figure C.5: The (a) PDF and (b) CDF of the ARE of NonModCU where N = 4 

 

Absolute Relative Error

Pr
ob

ab
ili

ty
 D

en
si

ty
 F

un
ct

io
n

M = 1
M = 2
M = 3
M = 4
M = 5

 

Figure C.6: The PDF of the ARE of NonModCU where N = 5 
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Figure C.7: The (a) PDF and (b) CDF of the ARE of NonModCU where N = 6 

 

 

Figure C.8: The (a) PDF and (b) CDF of the ARE of NonModCU where N = 7 
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Figure C.9: The (a) PDF and (b) CDF of the ARE of NonModCU where N = 8 

 

 

Figure C.10: The (a) PDF and (b) CDF of the ARE of NonModCU where N = 9 
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Figure C.11: The (a) PDF and (b) CDF of the ARE of NonModCU where N = 10 

 

 

 

Figure C.12: The PDF of the ARE of NonModCU for Different (a) Packet Sizes (b) Packet 

Rates of Traffic Load of the Observed Node 
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Figure C.13: The PDF of the ARE of NonModCU for Different (a) Packet Sizes (b) Packet 

Rates of Neighbour Traffic Load 
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Figure C.14: The PDF of the ARE of NonModCU under On-Off traffic 
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Appendix D 

 

Figure D.1: PDF of ARE for ModCU in (a) Scenario A-3 and (b) Scenario A-4 

 

 

Figure D.2: The PDF of the ARE of ModCU under Different N Scenarios with (a) Lower 

Traffic Load (a) Higher Traffic Load 
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Figure D.3: The (a) PDF and (b) CDF of the ARE of ModCU where N = 2 
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Figure D.4: The PDF of the ARE of ModCU where N = 3 
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Figure D.5: The (a) PDF and (b) CDF of the ARE of ModCU where N = 4 
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Figure D.6: The PDF of the ARE of ModCU where N = 5 
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Figure D.7: The (a) PDF and (b) CDF of the ARE of ModCU where N = 6 

 

 

Figure D.8: The (a) PDF and (b) CDF of the ARE of ModCU where N = 7 
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Figure D.9: The (a) PDF and (b) CDF of the ARE of ModCU where N = 8 

 

 

Figure D.10: The (a) PDF and (b) CDF of the ARE of ModCU where N = 9 
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Figure D.11: The (a) PDF and (b) CDF of the ARE of ModCU where N = 10 

 

 

Figure D.12: The PDF of the ARE of ModCU for Different (a) Packet Sizes (b) Packet 

Rates of Traffic Load of the Observed Node 
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Figure D.13: The PDF of the ARE of ModCU for Different (a) Packet Sizes (b) Packet 

Rates of Neighbour Traffic Load 
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Figure D.14: The PDF of the ARE of ModCU under On-Off traffic 
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Appendix E 

 

Figure E.1: The Example Topology 

 

Table E.1 The Parameters of Traffic Load of the Example Topology 

 N M 
Packet Size 

(bytes) 

Packet Rate 

(pps) 

Traffic 

Type 

The Observed Node 5 5 1101 191 Poisson 

Neighbour 1 5 2 239 94 Poisson 

Neighbour 2 5 5 1209 115 Poisson 

Neighbour 3 5 3 542 97 Poisson 

Neighbour 4 5 3 1097 114 Poisson 

Neighbour 5 5 4 85 84 Poisson 
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Figure E.2: The PDF of ModCU Measurement under Scenario D-1 

 

Figure E.3: The PDF of ModCU Measurement under Scenario D-2 
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