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Abstract

Spoken dialogue systems are increasingly being used to facilitate and enhance human communication. While these interactive systems can process the linguistic aspects of human communication, they are not yet capable of processing the complex dynamics involved in social interaction, such as the adaptation on the part of interlocutors. Providing interactive systems with the capacity to process and exhibit this accommodation could however improve their efficiency and make machines more socially-competent interactants.

At present, no automatic system is available to process prosodic accommodation, nor do any clear measures exist that quantify its dynamic manifestation. While it can be observed to be a monotonically manifest property, it is our hypotheses that it evolves dynamically with functional social aspects.

In this paper, we propose an automatic system for its measurement and the capture of its dynamic manifestation. We investigate the evolution of prosodic accommodation in 41 Japanese dyadic telephone conversations and discuss its manifestation in relation to its functions in social interaction. Overall, our study shows that prosodic accommodation changes dynamically over the course of a conversation and across conversations, and that these dynamics inform about the naturalness of the conversation flow, the speakers’ degree of involvement and their affinity in the conversation.

© 2013 Elsevier B.V. All rights reserved.
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1. Introduction

Spoken dialogue systems make use of various language technologies and are increasingly being used to facilitate and enhance human communication, particularly through their use in Human Computer Interfaces (Oviatt, 1996; Coulston et al., 2002). These language technologies have use in a diverse range of fields including mobile communications (Ward and Nakagawa, 2002; Lu et al., 2011; Agarwal et al., 2011) internet search engines (Google, 2011; Apple Inc, 2011), games and assistive technologies developed for the elderly (Kleinberger et al., 2007) or communicatively impaired (Zhou et al., 2012). While these interactive systems can process the linguistic aspects of human communication, they are not yet capable of processing the important suprasegmental social information that is a pervasive part of human social interaction. Spoken interaction not only involves an exchange of propositional content but also the expression of affect, emotions, attitudes and intentions of the speakers. The ability for conversational partners to express, comprehend and react appropriately to these social signals is necessary for mutual understanding and successful communication (Boylan, 2004; Pickering and Garrod, 2006). Providing interactive systems with the capacity to process and exhibit these social signals will improve their efficiency and offer users more intuitive and appealing communicative interfaces.

Moreover, interactive technologies have been developed with the assumption that the user and the computer take...
turns in a question-answer based interaction which fails to capture the complex dynamics involved in social interactions. Phenomena such as accommodation, turn-taking, backchannels and overlaps demonstrate coordination and adaptation on the part of interlocutors and suggest that conversation is not simply a start-stop interaction. Social interaction is a dynamic and joint activity where all participants are engaged and coordinate their behaviour in the co-construction of meaning (Mondada, 2001). It is an inherently complex activity as it requires a set of cognitive, linguistic and psychosocial skills, which allow individuals to understand each other and to establish a social relation. This coordination or social resonance (Tickle-Degnen and Rosenthal, 2007; Kopp, 2010) should ideally be implemented into automatic systems to make a robot or virtual agent a more socially competent interactant.

Developing automatic systems that are capable of recognising and understanding social cues and behaviours is, however, a difficult and ongoing process, as a complete understanding of social resonance has not yet been reached; in addition the development of these automatic systems requires the solving of unresolved issues related to social cue extraction, temporal and spatial alignment of extracted data as well as measurement and output representation and interpretation (Vinciarelli, 2009).

In particular, it has long been observed that conversational partners accommodate their pitch, intensity and timing behaviour to their interlocutors. However, at present, no automatic system is available to process interpersonal prosodic accommodation, nor do any clear measures exist that quantify its dynamic manifestation. Indeed, the majority of research has focused on its linear manifestation (over English unconstrained and task-based dialogues) and defined as the way speakers adjust their speech to that of their interpersonal, adapting or differentiating it.

Speakers have been found to adapt their lexicon (Brennan, 1996; Pickering and Garrod, 2004; Nenkova et al., 2003; Rosenthal, 2007; Kopp, 1991) when interacting with non-native speakers and Lombard effect (Van Summers et al., 1988; Zeine and Brandt, 1988) when accommodating to a noisy environment. In this paper, the term accommodation is used in a generic way, covering all types of accommodation and defined as the way speakers adjust their speech to that of their interlocutor, adapting or differentiating it.

It has long been noted that conversational partners tend to exhibit similar pitch and intonation contours (Putman and Street, 1984; Giles et al., 1991; Zebrowitz et al., 1992; Gregory et al., 1993; Stanard and Webster, 1996; Gregory and Dagan, 1997; Collins, 1998; Shepard et al., 2001; De Looze et al., 2011), voice intensity level (Black, 1949; Meltzer and Morris, 1971; Natale, 1975; Gregory and Hoyt, 1982; Gregory et al., 1993; Stanard and Webster, 1996; Gregory and Dagan, 1997; Edlund et al., 2009; Levitan et al., 2011a; De Looze et al., 2011). They have been shown to display similar facial expressions (Bavelas et al., 1986; Hess and Blairy, 2001) and mimic gestures and body postures and movements (Condon and Sander, 1974; Meltzoff and Moore, 1977; Maurer and Tindall, 1983; Bernieri and Rosenthal, 1991; Chartrand and Bargh, 1999; Richardson et al., 2007; Shockley et al., 2007, 2009).

2.2. Prosodic realisation of accommodation

It has long been noted that conversational partners tend to exhibit similar pitch and intonation contours (Putman and Street, 1984; Giles et al., 1991; Zebrowitz et al., 1992; Gregory et al., 1993; Stanard and Webster, 1996; Gregory and Dagan, 1997; Collins, 1998; Shepard et al., 2001; De Looze et al., 2011), voice intensity level (Black, 1949; Meltzer and Morris, 1971; Natale, 1975; Gregory and Hoyt, 1982; Coulston et al., 2002; De Looze et al., 2011), speech rate and speech timing (Matarazzo and Wiens, 1967; Webb, 1972; Welkowitz and Kuc, 1973; Street et al., 1983; Woodall and Burgoon, 1983; Giles et al., 1991; Jaffe, 2001; Kousidis et al., 2008; McGarva and Warner, 2003; Edlund et al., 2009; De Looze et al., 2011).

For instance, Collins (1998) and Stanard and Webster (1996) observed global pitch level adaptation (in terms of mean $f_0$), using unconstrained conversations and interviews of English. Similarly, we recently found evidence of pitch level and pitch range adaptation (in terms of median $f_0$ and $\text{sd}_f_0$), using English unconstrained and task-based dia-
logues (Vaughan, 2011; De Looze et al., 2011; De Looze and Rauzy, 2011), Heldner et al. (2010), Levitan et al. (2011a) and Levitan and Hirschberg (2011) have also observed local aspects of pitch adaptation, investigating pitch entrainment in backchannels and in speech preceding backchannels. Using spontaneous dyadic conversations, where native speakers of American English played a series of computer games, they have shown that speakers adapt the pitch of their backchannels to the pitch of their interlocutors' preceding utterance as well as come to use similar backchannel-preceding cues over the course of the conversation.

Natale (1975) has also observed mean vocal intensity adaptation in English non-directive interviews. Recent studies by Kousidis et al. (2009), Vaughan (2011), De Looze et al. (2011), De Looze and Rauzy (2011), Heldner et al. (2010) and Levitan et al. (2011a) further confirmed these findings, where adaptation in mean-Intensity and sd-Intensity has been observed both at global and local levels of task-based and unconstrained dialogues of English and Swedish.

Regarding speech rate and speech timing, Matarazzo and Wiens (1967) found for instance evidence of pause duration adaptation between interviewer and interviewee: the pause duration of the interviewee was directly influenced by those of the interviewer (Matarazzo and Wiens, 1967). This was recently observed in spontaneous conversations of English and Swedish (De Looze et al., 2011; De Looze and Rauzy, 2011; Edlund et al., 2009). McGarva and Warner (2003) also examined vocal activity rhythm accommodation in conversational dyads and found such adaptation in some but not all of the interactions; over a third of the conversations had moderate to significant levels of vocal activity adaptation. Mc Garva hypothesizes that this may be due to an underlying chronobiology and the need for vocal activity adaptation, in some cases, to build up over time rather than happen spontaneously.

2.3. Functional role in social interaction

Adaptation is a particularly important aspect of social interaction as it facilitates, through the alignment of cognitive representations, comprehension and understanding between interlocutors. It correlates with the communicative success of the interaction, by decreasing misunderstandings and attaining goals faster (Boylan, 2004; Pickering and Garrod, 2004; Parrill and Kimbara, 2006; Pickering and Garrod, 2006). In particular, in human–robot interaction (HRI), human users’ adaptation improves the content-information exchange and hence, the conversation flow (Breazeal, 2002; Branigan et al., 2010). In addition, adaptation participates in increasing the social success of the interaction in terms of rapport (i.e. harmonious relation and mutual attention) and affiliation (Tickle-Degnen and Rosenthal, 2007; Lakin and Chartrand, 2003; Pickering and Garrod, 2006; Shepard et al., 2001; Miles et al., 2009; Kopp, 2010).

In particular, research has suggested that prosodic adaptation is a subconscious method of achieving social approval and acceptance and is utilised to identify with a particular social group (Matarazzo and Wiens, 1967; Giles et al., 1991; Chartrand and Bargh, 1999). According to Chartrand and Bargh, “the chameleon effect operates in a passive, non-goal dependent manner to create greater liking and ease of interaction” (Chartrand and Bargh, 1999, p. 901). Natale (1975) have for instance investigated speakers prosodic accommodation according to their degree of social desirability using Crown and Marlowe’s social desirability test (Crowne and Marlowe, 1960). They have found that individuals who scored higher in terms of social desirability were more likely to adapt their voice intensity level and timing patterns to those of their partners in contrast to those with a low social desirability score.

Prosodic accommodation can be influenced by the participants’ social background. Giles et al. (1991) explain for instance that the participant of lower social status would tend to adapt more to the speech of the participant considered to be of a higher social status. According to Communication Accommodation Theory (CAT; Giles et al., 1991), individuals accommodate to their partners on an adaptation-maintenance-differentiation continuum, where at the extreme other end, they differentiate their behaviour to that of their interlocutor.

In a previous experiment (De Looze et al., 2011), we have also observed that the amount of prosodic accommodation (in terms of pitch range and voice intensity level) displayed by interactional partners is correlated to their involvement – or active engagement, interest in taking part in the conversation; the more involved they are, the more they adapt their prosodic variations.

In addition, individuals who adapt to their partners have been evaluated more positively than those who do not (Giles et al., 1991), in particular in terms of power, attractiveness and intelligence (Gallois and Callan, 1988, 1991). Investigating accommodation in relation to positive and negative attitudes in married couples’ problem-solving interactions, Lee et al. (2010) have found, that high levels of adaptation in pitch are correlated with a positive attitude while high levels of differentiation with negative attitude.

In the context of human–computer interaction (HCI), accommodation has also been found to be an important aspect of the interaction. Users’ amicability for a machine increases when it adapts to their prosody (Suzuki and Katagiri, 2007). Ward and Nakagawa (2002) found for instance that a telephony system that adapts its speech rate with the users’ is rated more favourably than those that do not.

These findings regarding prosodic accommodation in HC and HRI (Oviatt, 1996; Bell et al., 2003; Coulston et al., 2002; Breazeal, 2002) suggest that prosodic accommodation is such an important, constituent part of vocal social interaction, as well as being a largely unconscious process, that it manifests automatically, regardless of the
interlocutor (a human vs. a machine) or the conversation aim (task-based vs. chat). According to Lakin and Chattard (2003), accommodation would have become automatic over the course of human evolution, playing an important role as a necessary pre-requisite for communicating and for maintaining harmonious relationships within a group. It would have evolved to act as a social glue, creating, facilitating and enhancing social links between individuals.

2.4. Measurement and quantification

While prosodic accommodation is a ubiquitous component of social interaction, its modelling is a difficult task. At present, no automatic system is available to process conversational partners’ prosodic accommodation, nor do any clear measures exist that quantify this phenomenon adequately. In particular, the metrics developed so far failed to capture its dynamic manifestation.

2.4.1. Capturing accommodation dynamics

Numerous studies have examined speech accommodation with the assumption that it is largely a linear phenomenon, with accommodation usually increasing over the course of a conversation. Burgoon et al. (1995) define adaptation as “the situation where the observed behaviours of two interactants, although dissimilar at the start of the interaction, are moving towards behavioral matching”.

In these studies, increased similarity in prosody over time has been assessed by comparing conversational partners’ degree of prosodic adaptation for the first and second halves of the conversation or for its first, second and third parts (Jaffe and Feldstein, 1970; Suzuki and Katagiri, 2007) as well as across several conversations (Natale, 1975). If prosodic adaptation was shown to increase in the second and third parts of the conversation, or in the second and third conversations, this was taken as evidence that speakers’ prosody has become more similar over the course of the conversation or across conversations. Natale (1975) examined, for instance, the amount of vocal intensity adaptation in three 10-min extracts of interview interactions that were separated by one-week intervals. Measuring intensity convergence as the absolute difference in mean and standard deviation intensity between speakers, he found that the level of adaptation was greater in the second and third interactions than in the first.

However, what makes a conversation an interactive dialogue, are the dynamic changes involved in spoken interaction. Interlocutors do not remain involved to the same degree over the whole course of a conversation; as they may change from being inactive to talking, going through phases such as listening, thinking, arguing a point or giving feedback. It can thus be assumed that accommodation undergoes similar dynamic changes in real-life spoken interaction. Earlier and recent work in this area has confirmed this assumption (Stanford and Webster, 1996; Gregory and Dagan, 1997; Collins, 1998; Levitan and Hirschberg, 2003; Kousidis et al., 2008; Edlund et al., 2009; Vaughan, 2011; De Looze and Rauzy, 2011; De Looze et al., 2011). In previous experiments (Vaughan, 2011; De Looze et al., 2011; De Looze and Rauzy, 2011), we found for instance that the amount of prosodic accommodation (in terms of $\text{mean}_{f_0}$, $\text{sd}_{f_0}$, $\text{mean-Intensity}$, $\text{sd-Intensity}$ and pause duration synchrony and asynchrony), changes several times over the course of unconstrained and task-based interactions of English.

In Levitan and Hirschberg (2011) prosodic accommodation was reported to be both a linear and a dynamic phenomenon, where it was measured over the course of a whole conversation (described in their paper as the conversation level) and at the turn-level. For the conversation level analysis, each conversation was split into two parts, inferring a linear manifestation of adaptation when the differences between the prosodic values of the two speakers was less in the second half. The turn-level analysis indicated that speakers match their interlocutors at these turn exchanges, thus attesting to the dynamic manifestation of adaptation.

Due to the fact that prosodic accommodation has been shown to increase continuously as well as to vary over the course of the conversation, we assume that speech accommodation can actually manifest as both a linear and dynamic phenomenon. Some cues may exhibit a largely linear rate of accommodation, increasing or decreasing in a linear fashion over the course of an interaction or across several consecutive interactions. Likewise, accommodation between some parameters can fluctuate over the course of a conversation or across several conversations.

We assume that the linear and dynamic manifestation may depend on a number of factors. In a form-function mapping, we hypothesize that when the functional aspect of accommodation is static over the course of a conversation, its forms are manifested in a linear trend. One may for instance observe a linear manifestation of accommodation in situations where interlocutors adapt their partners’ speech style or regional accent. Accommodation may increase over time as speakers get used to and assimilate their interlocutor’s accent. On the other hand, if it is linked to speakers’ social intentions, we would expect a dynamic trend where accommodation fluctuates with the conversational partners’ change of states. One may also observe a dynamic manifestation of accommodation as it fluctuates with the speakers’ degree of involvement in a conversation (De Looze et al., 2011; De Looze and Rauzy, 2011).

While the metrics developed so far are capable of measuring the linear increase of accommodation, they however fail to capture or consider its temporally dynamic nature. Further work is thus needed.

2.4.2. Prosodic cues extraction and time-alignment

Measuring prosodic accommodation is not an easy task. The difficulty one encounters when measuring prosodic accommodation is that it is not time-aligned. Speakers do not accommodate to each other immediately due to the
inherent temporally reactive nature of conversational speech. It is therefore important to find a way to meaningfully compare prosodic features between multiple interlocutors and to ensure they are time-aligned to enable detection and measurement of accommodation.

Current approaches comprise two types of methods: utterance or turn-level-based (e.g. Levitan and Hirschberg, 2011) and time aligned moving average (TAMA) methods (Kousidis et al., 2008). Fig. 1 shows the differences between the two approaches. The red rectangle (analysis window) refers to the analyzed audio snippets. The third approach, i.e. a HYBRID utterance sensitive approach, is a trade off between the two extremes and shall be discussed in Section 3.2.

2.4.2.1. Utterance/turn-level-based methods. The utterance or turn-level based approaches analyse prosody within two consecutive utterances or turn-levels, each spoken by different speakers. The advantage of such a fine-grained method is that it takes into account speakers’ vocal activity rhythm. In Heldner et al. (2010) and Levitan et al. (2011a), this has proved to be efficient to capture prosodic accommodation in backchannels in natural conversations. Investigating accommodation at the utterance or turn-level (e.g. as in Levitan and Hirschberg, 2011) however includes the assumption that it is a local phenomenon only and that the effect of a partner’s speech characteristics on his/her interlocutor’s is found immediately after each utterance. In this view, conversations are reduced to a ping-pong interaction, where speaker B’s utterance is only linked to speaker A’s preceding utterance. This over-simplifies what really takes place in real-life conversations. Real-life interactions are not a composition of one-question-one-answer dialogues. The effect of a speakers speech characteristics on his/her partners may be found after some temporal delay, which may exceed the utterance or the turn domain. A wider temporal span seems therefore also worth investigating for the study of prosodic accommodation. This could be done by comparing several utterances as was done in Nishimura and Kitaoka (2008).

2.4.2.2. The TAMA method. In contrast to utterance/turn-level-based approaches, the TAMA (time-aligned moving average) method proposed by Kousidis et al. (2008) analyses the audio in a fixed window, averaging values out over the duration of the window. For window-based approaches, it is crucial to find the window or temporal span that is most suitable to extract prosodic features and allows for a comparison between the partners. In particular, this method is based on the extraction of average prosodic values for each speaker from a series of overlapping fixed length windows (frames). Speech intervals are thus cut at the windows’ boundary regardless of the size of the utterance. Fig. 1 (middle chart) shows the moving window along speakers’ interaction (represented by a conversation chart). Large and overlapped frames give a smoothed contour for the prosodic parameter being analyzed, while short frames detect more abrupt modifications.

---

Fig. 1. Illustrating comparison of the three analysis methods, i.e. time aligned moving average (TAMA) based, utterance based, and utterance sensitive window based.
The major drawback however is that utterances are randomly cut, i.e. even if a speaker has not yet finished talking. This method can also be problematic if, within the analysed frame, only one speaker is talking. This means that no meaningful values can be calculated for the other speaker and thus accommodation measurements may be skewed. One method of resolving this is to use interpolation to generate values from the previous and succeeding frames. However, one is limited to using small window sizes with large overlaps as faulty values may result if a large window size with only a small amount of overlap is used in combination with interpolation. These problems can be addressed through the use of a hybrid approach that is sensitive to utterance boundaries (discussed further in Section 3.2).

Developing a system for the automatic measurement of prosodic accommodation not only requires the ability to accurately capture and measure its dynamic manifestation, but also requires the defining of an appropriate temporal span for prosodic cue extraction and prosodic measurement. In the following section, we present the prosodic accommodation dynamics (PAD) tool we developed, that takes the above considerations into account.

3. The PAD (prosodic accommodation dynamics) tool

3.1. States of accommodation

In order to capture the different manifestations of prosodic accommodation, we have proposed, in De Looze and Rauzy (2011), a set of states of accommodation (cf. Fig. 2) based on the three categories – adaptation, differentiation and maintenance – determined by Giles et al. (1991) in their Communication Accommodation Theory. Adaptation refers to the tendency of conversational partners to accommodate their communicative behavior to each other throughout spoken interaction so as to become more similar. Differentiation, on the contrary, is their tendency to exaggerate their differences. Maintenance is the situation when neither conversational partner is affected by the other’s communicative behavior.

In our definition, adaptation and differentiation are each described according to two underlying phenomena. Adaptation in terms of synchrony and convergence; differentiation in terms of asynchrony (or symmetrical synchrony) and divergence. Following Edlund et al. (2009), synchrony refers to the situation where two speakers exhibit temporally or simultaneously similar prosodic behaviours (e.g. due to linguistic, paralinguistic factors). This means for instance that when a speaker raises his voice intensity, his interlocutor does it too. Convergence, on the other hand, is realized when conversational partners’ behaviours begin to accommodate toward a common point or prosodic matching (up to a certain point of equilibrium defined by physiological, cognitive, functional or social constraints). This means that in the situation where speaker A’s speech rate is fast and speaker B’s speech rate is slow, speaker A slows down his speech, speaker B accelerates it, so that they use a common speech rate. Asynchrony is the tendency for speakers to differentiate their prosodic variations from the other’s, with variations resulting in mirror or symmetric patterns. Divergence refers to the tendency to move apart in different directions.

It is assumed that these underlying phenomena can be exhibited individually or in combination, resulting in 7 possible different states:

1. Three states of adaptation:
   (a) synchrony (synchrony/maintenance),
   (b) convergence (maintenance/convergence),
   (c) both synchrony and convergence (synchrony/convergence).

2. Three states of differentiation:
   (a) asynchrony or symmetrical synchrony (asynchrony/maintenance),
   (b) divergence (maintenance/divergence),
   (c) both asynchrony and divergence (asynchrony/divergence).

3. State of maintenance:
   (a) no adaptation and no differentiation (maintenance).

In this paper we focus on the measurement of the dynamics of prosodic synchrony.

3.2. Prosodic cues extraction

In its earliest version (De Looze and Rauzy, 2011; Vaughan, 2011), our tool made use of the TAMA method as proposed by Kousidis et al. (2008) to extract prosodic parameters. In the current version of the system, we use a HYBRID method based on utterance-based and TAMA methods (Fig. 1). Instead of randomly cutting the speech of the speakers, the moving windows are extended to the start and end of the utterances at the left and right boundaries of the window. In particular, this means that average values of prosodic cues are automatically extracted from a series of overlapping windows (frames) of a default-fixed length which are extended to the utterance temporal span at the window boundaries.
Such a method therefore allows both the consideration of speakers’ vocal activity rhythm and speaker-time-aligned prosodic cue extraction. The argument for an utterance-sensitive system is that the functional aspects of prosodic accommodation may not change within an utterance but rather between utterances. The prosodic features, extracted from the entire utterance, are therefore representative of the utterance prosody and its functions in the interaction. With such a system, different window sizes and time steps can also be tested. This means that prosodic accommodation can be investigated at different temporal spans, which can offer insights of the hierarchy and embedding of prosodic accommodation at different levels of the interaction.

3.3. Prosodic measurements

The tool extracts a set of different acoustic parameters using the phonetic software Praat (Boersma and Weenink, 2006) and the Matlab signal processing software. These parameters account for pitch range, articulation rate and voice intensity.

- Pitch range: fundamental frequency median \( f_0 \) and standard deviation about the mean (sd\( f_0 \)). The median\( f_0 \) and sd\( f_0 \) are given on a logarithmic scale, the octave scale (i.e. \( \log 2(\text{Hertz}) \)) in order to facilitate gender comparisons. In order to avoid possible pitch tracking errors, pitch floor and pitch ceiling (when creating a Pitch Object) were set to the values \( p_{15} \cdot 0.83 \) and \( p_{65} \cdot 1.92 \) respectively, where \( p_{15} \) and \( p_{65} \) denote the 15th and 65th percentile respectively (De Looze, 2010).

- Voice intensity: standard deviation of intensity (sd\( \text{Int} \)) and its median (median\( \text{Int} \)).

- Articulation rate: number of syllable nuclei per second (syll\( \text{sec} \)).

Speech/silent intervals and syllable nuclei are automatically annotated. Speech/silent intervals are detected using a method based on long-term modulation spectrum energy features (Maganti et al., 2007). Detection of syllable nuclei is performed using the method introduced in De Jong and Wempe (2009), which is based on intensity peak detection of voiced segments of speech.

Fig. 3 shows an example of the various feature values obtained for each moving window for a conversation between two speakers. This enables us to visually investigate the evolution of prosodic accommodation.

3.4. Prosodic synchrony measurement

To measure the synchrony in the development of the extracted parameters for each interlocutor, we utilized the standard Pearson correlation coefficient \( \rho_{xy} \in [-1,1] \), that measures linear dependencies between two sets of observations \( x \) and \( y \) (belonging to the two separate interlocutors):

\[
\rho_{xy} = \frac{\sum_{i=1}^{N}(x_i - \mu_x)(y_i - \mu_y)}{(N-1)s_x s_y},
\]

where \( |x| = |y| = N \), \( \mu_x \) the mean value of \( x \) (respectively \( \mu_y \)), \( s_x \) the standard deviation of \( x \) (respectively \( s_y \)), and \( x_i \forall i = 1, \ldots , N \) (respectively \( y_j \)). For large \( \rho_{xy} \gg 0 \) we have strong linear dependencies, which indicates a synchronous behavior of the prosodic parameters over the analyzed fragment. Small values \( \rho_{xy} < 0 \) indicate strong asynchronous developments of the observed parameters. For values close to zero no linear correlation is observed, i.e. a state of maintenance is present.

As Eq. (1) requires the same number of observations in both observation sets \( x \) and \( y \), we utilize a temporal window as explained in the following. In this work, \( N = 10 \) and therefore the threshold for significant positive or negative correlations for \( \rho_{xy} \approx \pm .5 \) at a significance level of \( p < .05 \).

3.5. Temporal span

In order to investigate the dynamics of prosodic synchrony within and across conversations, the Pearson correlation synchrony analyses are executed on multiple levels of granularity, i.e. sub-conversation, conversation, and supra-conversation levels.

For the within conversation (sub-conversation) analyses of synchrony, we group 10 windows of the HYBRID feature extraction with a step size of 5. This means that prosodic accommodation strength is calculated for a period of 100 s for every 50 s (cf. Fig. 3 for an example result).

For the analyses of accommodation across conversations, we calculate the ratios (or percentages) of states of synchrony/asynchrony. The time in the various states is normalized to the total length of a conversation to give the ratio; ratios add up to 1.

Prosodic synchrony is also computed for the first and second halves of the conversations as well as for the first, second and third parts of the conversations in order to investigate whether prosodic accommodation continuously increases over the course of the conversation, as was reported in the literature.

3.6. Real vs. pseudo-interactions

In order to investigate whether the moments of synchrony are meaningful and are not capturing accidental or coincidental phenomena, we use a method similar to Ramseyer and Tschacher (2010) and Ward and Litman (2007); our model creates a number of artificial conversations and from them computes pseudo-synchrony coefficients. These coefficients are then compared, using both a z-score transformation procedure and a Mann–Whitney U test, with those obtained from real conversations. If synchrony is significantly higher for real than for pseudo-interactions, this is taken as evidence that the prosodic
synchrony captured in our data is not random or accidental: essentially background prosodic accommodation ‘noise’.

Since there were 41 real conversations, there were 82 conversational ‘sides’ from which we created the pseudo/fake conversations. Having a total of 82 conversational side gave us a total of 3321 possible combinations without repetitions \( N \), with

\[
N = \frac{n!}{(n - r)!r!}
\]  

where \( n \) is the number of variables (in this case conversational sides) and \( r \) is the total number of variables in each possible combination. Fake conversations were then analysed and correlation measures computed as per the analysis of the real conversations. After discarding some fake conversations that were unusable due to computational errors, we were left with a total of 2966 fake conversations. This method meant that some of the fake conversations were made up of the same speaker from different conversations but since these conversations never took place, we made the assumption that any moments of accommodation would be accidental and not related to any functional aspect: similar to any non-functional moments of accommodation between two people with a similar speaking style and similar prosodic characteristics.

4. Dataset

In this study we used a subset of a corpus of recorded telephone conversations (Campbell, 2004) of natural daily speech designed to better understand changes in speech styles and attitudinal aspects of speech in real-life conversa-
5. Method

The PAD tool, described in Section 3, was used in this experiment. Prosodic cues were extracted using the HYBRID method. The default window size was set to 20 s and the time step to 10 s, then extended to the start and end of the utterances at the left and right boundaries of the window; prosodic cues were therefore extracted for each speaker about every 10 s.

As previously mentioned, utterances were automatically annotated using a method based on long-term modulation spectrum energy features, for which speech intervals and silent intervals were detected. On average, for all conversations, mean utterance duration is of 9.3 s, with a standard deviation of 2.92 and mean silence duration is of 11.29 s, with a standard deviation of 2.9. With this utterance extension, window lengths ranged from 20 s to 26 s; mean window length of 20.60 s with a standard deviation of 0.68. In each HYBRID window, speech and silent intervals were distributed as follows: in average, speech intervals represented 46.52% of the window length, with a standard deviation of 14.63, while silent intervals represented 56.42% of the window length, with a standard deviation of 14.53.

Prosodic values were calculated for speech intervals only, silent intervals being excluded from the calculation. They were calculated proportional to the utterances (or speech intervals) length within the window, i.e. they correspond to weighted means.

Synchrony dynamics within conversations were investigated using three different temporal spans: synchrony coefficients were computed for the halves and thirds of the conversations as well as for the moving windows of 110 s-length (with an overlap of 50 s); the evolution of synchrony across conversations, by calculating the amount of synchrony, asynchrony and maintenance for each conversation.

5.3. Results

5.3.1. Synchrony dynamics within conversations

5.3.1.1. Conversation halves. Paired t-tests were first carried out to test whether synchrony coefficients obtained for all prosodic parameters in the first part of the conversation are significantly different from those of the second part. Significance level was set at $p < .05$.

Results reveal no significant difference of synchrony degree between the first half and the second half of the conversations for all prosodic parameters, except for $sd_f_0$ where the synchrony coefficient is found to be lower in the second part of the conversations ($p = 0.00535$).

5.3.1.2. Conversation thirds. T-tests were also carried out to investigate whether synchrony coefficients obtained for all prosodic parameters are significantly different in the first, second and third parts of the conversation. Significance level was set at $p < .01$. 

<table>
<thead>
<tr>
<th>Pair ID</th>
<th>ID Speaker 1 Gender</th>
<th>Sp. 1</th>
<th>ID Speaker 2 Gender</th>
<th>Sp. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pair 1</td>
<td>FB Female</td>
<td>FC</td>
<td>Female</td>
<td>FC</td>
</tr>
<tr>
<td>Pair 2</td>
<td>FA Female</td>
<td>MA</td>
<td>Male</td>
<td>MA</td>
</tr>
<tr>
<td>Pair 3</td>
<td>MA Male</td>
<td>MB</td>
<td>Male</td>
<td>MB</td>
</tr>
<tr>
<td>Pair 4</td>
<td>MB Male</td>
<td>MC</td>
<td>Male</td>
<td>MC</td>
</tr>
</tbody>
</table>

List of the four pairs' conversations analysed in this study.
As for conversation halves, no significant difference in the synchrony degrees was found between the beginning, mid and end parts of the conversation for all prosodic parameters.

**Summary.** These results show that prosodic synchrony does not continuously increase over the course of the conversation. They suggest it rather varies dynamically. The analysis using moving windows aims to test this hypothesis.

5.3.1.3. Moving windows. Fig. 3 shows an example of the dynamic nature of synchrony within the first conversation of pair 2. Along with the raw values of the two speakers (solid green and blue lines), the graphs show the evolution of Pearson’s ρ values (dashed red line) for each parameter. The threshold for synchrony/ asynchrony were chosen based on significance tests. ρ values of ±0.5 indicate significant positive/negative correlations. Significant correlation in this means that the ρ value for the two observed series of numbers is significantly different from 0. The significance level was set at 0.05, indicating that the probability of getting a correlation as large as the observed value by random chance is less than 0.05. Phases of synchrony (highlighted with a red background) and phases of asynchrony (highlighted with a green background) are visible through all parameters. For example, a strong phase of synchrony (denoted by 1) shows parallel patterns as illustrated in Fig. 2; a strong phase of asynchrony (indicated by 2) shows asynchronous behaviour. It is worth noting that the parameters display synchrony and asynchrony in different regions. However, as seen in the region denoted by 3, several parameters may align in synchrony over a certain amount of time.

Table 2 (as well as the Tables A.1–A.3 in Appendix) shows the average number and duration of synchrony and asynchrony phases over the conversations for each of the prosodic features. It is seen, as in Fig. 3, that median$f_0$ and sd$f_0$ exhibit higher number of synchrony phases than sdInt and syllsec. This is further confirmed by the results of an ANOVA analysis with the use of the Tukey–Kramer method to correct for multiple comparisons. Significant differences are reported in the following and marked with * for $p < .05$ and ** for $p < .01$. For all pairs the average number of synchrony and asynchrony phases of sd$f_0$ and median$f_0$ is higher than those of syllsec (all **; except median$f_0$ for pair 1 *). With the exception of pair 1, the average number of synchrony and asynchrony phases of sd$f_0$ and median$f_0$ are smaller than those of sdInt (all **; except median$f_0$ pair 4 *). Moreover, the average number of synchrony and asynchrony phases of sd$f_0$ and median$f_0$ are significantly different to those of medianInt for pairs 3 and 4 (all **; except median$f_0$ pair 4 *). The average number of synchrony (*) and asynchrony (**) phases for median$f_0$ are significantly different to those of medianInt for pair 1. In all significant cases the median$f_0$ and sd$f_0$ exhibit the highest average number of synchrony phases as well as the lowest average number of asynchrony phases; syllsec exhibits the lowest average number of synchrony phases and the highest average number of asynchrony phases.

Regarding the average duration of synchrony and asynchrony phases, we found few statistically significant differences but no clear tendency can be drawn from the results across pairs.

**Summary.** The results of our moving window analysis above reveal that some features show higher levels of synchrony than others (i.e. in particular median$f_0$ and sd$f_0$). This in turn confirms that synchrony dynamically evolves over phases of conversations rather than increases/decreases continuously over the course of a conversation.

5.3.2. Synchrony dynamics across conversations

Fig. 4 illustrates the dynamic nature of synchrony and asynchrony across conversations for pair 2. The different bar plots represent the evolution of the ratio (or percentage) of synchrony (red bars), asynchrony (green bars) and maintenance (blue bars) obtained for each parameter. As it can be seen in this figure, there is no obvious increase of synchrony and asynchrony across these one week interval conversations for all parameters. These findings are similar for pairs 1, 3 and 4, as the bar plots for these pairs (i.e. Figs. A.1, A.2 and A.3 in Appendix) illustrate.

**Summary.** These results therefore suggest that prosodic synchrony manifests itself in a dynamic trend within and across conversations.

6. Experiment 2: evaluation of the PAD tool

In a second experiment, we evaluated the relevance of the PAD tool. We focused on two methodological aspects: (1) the HYBRID method and (2) the captured dynamic manifestation of prosodic synchrony.

6.1. Investigating the relevance of the HYBRID method

6.1.1. Objectives and method

In this experiment, we aimed to evaluate the benefits of the HYBRID method compared to the TAMA method. To do so, we have performed independent t-tests ($p < .01$) and investigate whether the extension of the window size for the hybrid method has an effect on the extracted prosodic values, that is, whether prosodic values extracted from TAMA and HYBRID windows are significantly different. We used a window of 20 s-length and a step analysis of 10 seconds for both methods (with the windows being extended to the utterance boundary for the HYBRID method).

6.1.2. Results

Our results show that median$f_0$, sd$f_0$, sdInt and syllsec values are not significantly different for the TAMA and HYBRID methods. Only medianInt is significantly different ($p = 0.0075$). This could be explained by the fact that the window size is quite large and that the extension to the utterance (an not the turn) is quite small. As previously
mentioned, window lengths after extension range from 20 s to 26 s. Mean window length is equal to 20.60 s with a standard deviation of 0.68.

Summary. In this context, the HYBRID method does not give different results than the TAMA method.

6.2. Investigating the relevance of a dynamic model

6.2.1. Objectives and method

In order to investigate whether the phases of prosodic synchrony found in the conversations were meaningful and were not capturing accidental or coincidental phenomena, we compared the real synchrony coefficients with the fake ones, using a score transformation method and Mann–Whitney U tests. For this experiment, approximately 2,996 pseudo-conversations were created out of the 41 real conversations and these were analysed using the TAMA model.

We first tested the distribution of each of the five variables to determine whether they were normally distributed for each set. The results indicated that the distribution of each set was non-parametric. Therefore we used a Mann–Whitney U test to determine if the means of the two sets, fake and real, were significantly different. The basic assumption of a Mann–Whitney U test is that the distributions are similarly shaped, which was not the case with the two sets of data. We transformed the data so that the distributions would be similar in order to meet the basic assumption of the Mann–Whitney U. We did this by carrying out a reflect and inverse transformation to ensure that

Table 2
Synchrony and asynchrony phase summary for Pair 2. Average number (AvgN) of synchrony and asynchrony phases are reported along with their standard deviations (StdN). Further, the average duration in number of analysis frames of these phases (AvgD) and the standard deviation (StdD) over the ten conversations are summarized for each feature.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Synchrony</th>
<th></th>
<th></th>
<th></th>
<th>Asynchrony</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AvgN</td>
<td>StdN</td>
<td>AvgD</td>
<td>StdD</td>
<td>AvgN</td>
<td>StdN</td>
<td>AvgD</td>
<td>StdD</td>
</tr>
<tr>
<td>sd(f_0)</td>
<td>11.10</td>
<td>3.32</td>
<td>5.55</td>
<td>2.29</td>
<td>6.05</td>
<td>2.89</td>
<td>4.50</td>
<td>3.03</td>
</tr>
<tr>
<td>median(f_0)</td>
<td>12.40</td>
<td>3.44</td>
<td>4.40</td>
<td>1.71</td>
<td>4.20</td>
<td>1.55</td>
<td>3.40</td>
<td>0.97</td>
</tr>
<tr>
<td>medianInt</td>
<td>10.00</td>
<td>1.94</td>
<td>4.80</td>
<td>1.87</td>
<td>6.50</td>
<td>2.32</td>
<td>6.00</td>
<td>1.94</td>
</tr>
<tr>
<td>sdInt</td>
<td>5.90</td>
<td>3.43</td>
<td>4.00</td>
<td>2.78</td>
<td>10.20</td>
<td>3.20</td>
<td>7.60</td>
<td>3.10</td>
</tr>
<tr>
<td>syllsec</td>
<td>5.20</td>
<td>3.43</td>
<td>4.00</td>
<td>2.05</td>
<td>10.40</td>
<td>3.20</td>
<td>7.60</td>
<td>3.10</td>
</tr>
</tbody>
</table>

Fig. 4. Evolution of the ratio (i.e. percentage) of synchrony (red), asynchrony (green) and maintenance (blue) for all ten conversations (abscissa) of Pair 2 for each prosodic parameter (ordinate). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
the two sets of data for each variable were of a similar distribution. The formal for the transformation is given by:

\[
\frac{1}{(1+x) - y}
\]

(3)

where \(x\) is the greatest value in the set and \(y\) is the actual value of the variable being transformed.

Moreover, we considered the pseudo/fake conversations to be background ‘noise’ in terms of prosodic accommodation, and therefore the real conversations should be distinguishable from this noise: the real conversations should contain greater instances of strong prosodic accommodation (large positive or negative correlation values). We therefore carried out a z-score transformation of the data for the whole set of conversations (fake and real). We then discriminated based on set membership (fake or real), charting the mean value of each of the 32 analysis windows for each set, in order to determine if there was a distinguishable difference between the two sets of conversations.

6.2.2. Results

Our results indicate that there was a statistically significant difference between the two. The results of the Mann–Whitney U tests indicate that the null-hypothesis be rejected as there is a significant difference between the two. Fig. 5 gives the results of the Mann–Whitney U tests.

The results of the z-score transformation analysis indicate that the fake conversations tended to the mean, with some slight variation, while the real conversations were more distant from the mean. Graphing them out showed a clear separation between the two sets of data. While the distance from the mean (and thus the fake conversational means for each window) varies for, and within, each variable, the pertinent fact is that there is a clear separation between the two sets of conversations. Fig. 6 illustrates the visual differentiation between the fake and real conversations. Moreover Fig. 7 gives details of the mean distances for each group, with the real set demonstrating a clear differentiation from the fake in most cases. The pitch and pitch for each group, with the real set demonstrating a clear differentiation from those for pitch and articulation rate or aligned in intensity and articulation rate.

7. Experiment 3: functional aspects of prosodic synchrony

7.1. Objectives and hypotheses

Prosodic accommodation has been reported to be strongly correlated to the success of information exchange, to the perception of speakers’ traits and relation in the interaction, as well as to speakers’ engagement in the conversation. In this third experiment, we investigated whether this holds true for our data, and in particular whether these functional aspects can be captured in the detected dynamics of prosodic synchrony.

7.2. Method

To do so, some parts of the conversations were selected and organised in 3 groups according to their levels of synchrony/asynchrony: High (or synchrony, \(p > .5\)), Mid (or maintenance, \(p \in [-.1, .1]\)) and Low (or asynchrony, \(p < -.5\)). While many aligned phases of synchrony in pitch and intensity could be found in our data, only few aligned in pitch and articulation rate or aligned in intensity and articulation rate existed. High, Mid and Low groups for articulation rate synchrony were therefore defined separately from those for pitch and intensity synchrony. Two sets of data were created. The first dataset contains High, Mid and Low Groups of synchrony in pitch (sd/\(f_0\) and median/\(f_0\)) and intensity (median/\(f_1\)); the second dataset High, Mid and Low Groups of synchrony in articulation rate (syll/sec). These conversation parts were automatically extracted from the first four conversations of each pair.

These extracted parts of 110 s-length were then divided into chunks of around 20 s to be used for the perceptual experiment. In total, 195 twenty-second chunks were used for each set.

The perceptual experiment consisted in listening to these chunks and annotating them. Using a 4-point likert scale (−2 strongly disagree; −1 disagree; 1 agree; 2 strongly agree), participants had to answer, for each chunk, 7 statements (a subset and modified version of the questionnaire by Levitan et al., 2011b):

1. The conversation flows naturally.
2. The participants have trouble understanding each other.
3. The speakers are interrupting each other a lot.
4. One of the speakers dominates the conversation. The dominant speaker is talking a lot, is not giving the other the chance to speak.
5. The speakers are involved in the conversation, i.e. they sound interested or engaged in taking part of the conversation.
6. One of the speakers shows more involvement than the other.
7. The speakers seem to like each other.

Participants were recruited using Amazon Mechanical Turk. In total, 114 subjects participated in the experiment. 52.74% were female participants, 47.26 % male. 7.65% were under 20 years old, 62.77% aged between 21 and 40 and 29.58% over 40. A third of the speakers claimed to be fluent in Japanese.

For each subject, we obtained on average 38 annotations (note that 20 subjects annotated more than 100 samples). In total, for dataset 1, 1340 annotations were obtained for synchrony segments (referred to as Group
high); 1398 for maintenance segments (referred to as Group mid); and 842 for asynchrony segments (referred to as Group low). Annotations from annotators fluent in Japanese only were distributed as follows: 447 for the Group high; 446 for the Group mid; 284 for the Group low. For dataset 2, 48 annotations were obtained for the Group high; 483 for the Group mid; and 967 for the Group low. Annotations from annotators fluent in Japanese only were distributed as follows: 23 for the Group high; 216 for the Group mid; 419 for the Group low.

The questionnaire time was on average of 71-s long with a std. of 69.20 (if the length was below the length of the segment, then the annotation was rejected). Note that 836 annotations were however rejected (i.e. work of 5 annotators that were obviously cheating).

Anova analyses with Tukey–Kramer correction for multiple testing were performed on the two datasets to compare whether Group low, mid and high were significantly different for the seven annotated statements. In this experiment, the significance level was set at $p < .01$.

### 7.3. Results

#### 7.3.1. All subjects

#### 7.3.1.1. Dataset 1 (pitch/intensity). Results show that Group low is significantly different from Group mid for statements (4), (5), (6) and (7) and from Group high for statements (1), (4), (5), (6) and (7). However, Group low is not significantly different from Group mid for statements (1), (2) and (3) and from Group high for statements (2) and (3). Also, Group mid is not significantly different from Group high for all statements. Table 3 details the mean and standard deviation values obtained for each group of dataset 1.

#### 7.3.1.2. Dataset 2 (articulation rate). Results show that Group low, mid and high are not significantly different for all statements.

#### 7.3.1.3. Summary. These results suggest that the higher synchrony in pitch and intensity, the more the conversation is perceived as flowing naturally (statement 1) and the more the speakers are perceived engaged (statement 5) and liking each other (statement 7). They also reveal that asynchrony in pitch and intensity indicates that the participation in the conversation is “unbalanced” between the speakers, i.e. one of the speakers shows more engagement (statement 6), dominates or monopolizes more the conversation than the other (statement 4). Synchrony in pitch and intensity however is not correlated to the level of mutual understanding (statement 2) or number of interruptions (statement 3). In addition, synchrony in articulation rate is not correlated to any of the functions investigated in this experiment.

Note that third of these annotations were made by subjects that were fluent in Japanese, the two-third by subjects that were not. T-tests were therefore also performed to investigate whether annotations by speakers who are fluent in Japanese (SFJ) are different from those of speakers who do not speak Japanese (SNFJ). The significance level was set at $p < .01$.
7.3.2. Japanese subjects only

7.3.2.1. DataSet 1 (pitch/ intensity). Results show that annotations for Group low by SFJ are not significantly different from those by SNFJ for statements (1), (4), (6) and (7); annotations Group mid by SFJ are not significantly different from those by SNFJ for statements (1), (3), (4), (5) and (6); annotations for Group high by SFJ are not significantly different from those by SNFJ for statements (1), (3), (4), (5) and (7). However, annotations by SFJ differ from those by SNFJ for Group low, statements (2), (3) and (5); for group mid, statements (2) and (7); and for Group high, statements (2) and (6). Table 4 details the means and standard deviation values obtained for each group.

---

Fig. 6. Results of the z-score transformations for each of the five variables. In each case the real scores are differentiated from the fake scores, which tend to the mean (with some slight variation). The real scores lie at a distance, varying for each variable, from the fake scores. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
The results show that overall, for dataset 1, annotations by SFJ are not significantly different from those by SNFJ except for statement (2), where it is different for groups low, mid and high. Similarly to the differences between groups SFJ and SNFJ for dataset 1, significant differences could be identified for dataset 2, where phases of synchrony in articulation rate are investigated. Here, SFJ rate the perceived understanding significantly lower than SNFJ for conditions low and mid. Additionally, for statement 1 SFJ rate the flow higher than SNFJ for the condition low.

T-tests were then performed to investigate the correlation between the perceived level of speakers’ mutual understanding and the level of synchrony in pitch and intensity for SFJ only. Results show that Group low (μ = −0.68, sd = 1.36) is not significantly different from Group mid (μ = −0.85, sd = 1.27), Group low is not significantly different from Group high (μ = −0.78, sd = 1.31) and Group mid is not significantly different from Group high.

### 7.3.2.2. DataSet 2 (articulation rate)

The results show that SNFJ significantly rated the flow (i.e. statement 1) of the conversation lower for condition low, with SFJ (μ = 1.39 and σ = 0.96) and SNFJ (μ = 1.25 and σ = 0.94) and p = 0.02. Additionally, statement (2) was rated significantly lower for conditions low and mid by SNFJ, with SFJ low (μ = −1.01 and σ = 1.35); SFJ mid (μ = −0.94 and σ = 1.35); SNFJ low (μ = −1.17 and σ = 0.88); and SNFJ mid (μ = −1.19 and σ = 0.81). All other statements did not reveal any significant differences between groups SFJ and SNFJ.

### 7.3.2.3. Summary

Overall, for dataset 1, annotations by SFJ are not significantly different from those by SNFJ except for statement (2), where it is different for groups low, mid and high. Similarly to the differences between groups SFJ and SNFJ for dataset 1, significant differences could be identified for dataset 2, where phases of synchrony in articulation rate are investigated. Here, SFJ rate the perceived understanding significantly lower than SNFJ for conditions low and mid. Additionally, for statement 1 SFJ rate the flow higher than SNFJ for the condition low.

T-tests were then performed to investigate the correlation between the perceived level of speakers’ mutual understanding and the level of synchrony in pitch and intensity for SFJ only. Results show that Group low (μ = −0.68, sd = 1.36) is not significantly different from Group mid (μ = −0.85, sd = 1.27), Group low is not significantly different from Group high (μ = −0.78, sd = 1.31) and Group mid is not significantly different from Group high.

### 7.3.3. Overview

These results therefore suggest that the dynamics in pitch and intensity synchrony inform about the naturalness of the conversation flows, speakers’ engagement as well as their perceived affinity. Overall, the functional role of prosodic synchrony is not perceived differently between native and non-native speakers.

### 8. Discussion

In this paper, we have presented a tool for the automatic measurement of prosodic accommodation dynamics in social interaction. The tool was built under the assumption that prosodic accommodation does not only continuously increase over the course of a conversation or across several conversations but rather varies dynamically, parallel to the dynamic nature of social interaction. Only a few studies have examined the dynamic manifestation of prosodic synchrony and we hypothesized that prosodic accommodation undergoes dynamic changes over the course of an interaction, as interlocutors do not remain involved to the same degree over the whole course of a conversation. The dynamic manifestation has a social-functional role to play, being related to the situational context.

### 8.1. Measuring the dynamic manifestation of prosodic synchrony

Due to the fact that prosodic accommodation has been shown to increase continuously as well as to vary over the course of the conversation, we assumed that it can actually

<table>
<thead>
<tr>
<th>Statements</th>
<th>G. low (μ, sd)</th>
<th>G. mid (μ, sd)</th>
<th>G. high (μ, sd)</th>
<th>p l-m</th>
<th>p l-h</th>
<th>p m-h</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Conversation flows</td>
<td>1.22, 0.89</td>
<td>1.24, 0.85</td>
<td>1.31, 0.82</td>
<td></td>
<td></td>
<td>**</td>
</tr>
<tr>
<td>2. Mutual understanding</td>
<td>−1.00, 1.10</td>
<td>−1.09, 1.04</td>
<td>−1.12, 1.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Interruptions</td>
<td>−0.83, 1.13</td>
<td>−0.72, 1.19</td>
<td>−0.72, 1.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Holding the floor</td>
<td>0.48, 1.39</td>
<td>0.12, 1.37</td>
<td>0.11, 1.40</td>
<td>**</td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>5. Speakers’ overall engagement</td>
<td>0.81, 1.10</td>
<td>0.95, 1.07</td>
<td>1.03, 1.06</td>
<td>**</td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>6. Speakers’ individual engagement</td>
<td>0.73, 1.27</td>
<td>0.42, 1.32</td>
<td>0.31, 1.33</td>
<td>**</td>
<td>**</td>
<td></td>
</tr>
<tr>
<td>7. Affinity</td>
<td>0.75, 1.10</td>
<td>0.97, 1.02</td>
<td>1.06, 1.00</td>
<td>**</td>
<td>**</td>
<td></td>
</tr>
</tbody>
</table>

Mean (μ) and standard-deviation (sd) obtained for each group (G. low, mid and high) and for each group of annotators (where SFJ stands for Speakers Fluent in Japanese and SNFJ Non-Fluent in Japanese), with related p-values indications for SFJ-SNFJ group differences (i.e. * for p < .05 and ** for p < .01).
manifest as both a continuous and dynamic phenomenon. Some cues may exhibit a largely linear rate of accommodation, increasing or decreasing in a continuous fashion over the course of an interaction or across several consecutive interactions. Likewise, accommodation between some parameters can fluctuate over the course of a conversation or across several conversations.

We hypothesised that the continuous and dynamic manifestation may depend on a number of factors. In a form-function mapping, we suggested that when the functional aspect of accommodation is static over the course of a conversation, it is manifested in a continuous trend, while when it is linked to speakers social states and intentions, it is exhibited in a dynamic trend, where accommodation fluctuates with the conversational partners’ changes of states. One may for instance observe a dynamic manifestation of accommodation as it fluctuates with the speakers’ degree of involvement in a conversation (De Looze et al., 2011; De Looze and Rauzy, 2011).

In this study, we first investigated the continuous manifestation of synchrony by examining the amount of synchrony at the start and end of the interactions. We also segmented the conversations into three parts and examined the amount of synchrony in each of the three segments. The results indicated that there was no significant difference between the first half and second half of all the conversations, and that there was no significant difference between the first, second or third segments. We further analysed the evolution of prosodic synchrony at different time intervals and found that prosodic synchrony varies several times over the course of all conversations. Our results therefore corroborate previous results reported for English in De Looze et al. (2011), De Looze and Rauzy (2011) and Vaughan (2011).

This supports the original hypothesis that prosodic synchrony is a dynamic phenomenon and that the continuous increase fails to take this into account; were we to rely solely on this measure, we would have missed important communicative aspects of prosodic accommodation, as evidenced by the results of the annotation procedure. The length of the conversations (approximately 30 min), most likely influenced the result of the linear analysis. A simple segmentation of the speech into halves or thirds is not adequate for speech of this length and is more likely suited to the analysis of shorter speech segments. In this instance, the PAD tool is more suited: a 30 min conversation has more scope to cover a diverse range of topics; better facilitates the emergence of interpersonal communicative strategies and greater scope for differing amounts of conversational flow and involvement.

It is worth noting too that the different prosodic parameters, pitch, intensity and articulation rate, do not exhibit the same amount of synchrony in the analysed conversations. We have shown that in all pairs and all conversations, median\(f_0\) and \(sdf_0\) exhibit the highest average number of synchrony phases as well as the lowest average number of asynchrony phases. On the contrary, syllabic pitch exhibits the lowest average number of synchrony phases and the highest average number of asynchrony phases. Median\(Int\) and \(sdInt\) also exhibit high levels of asynchrony phases.

Pitch is one of the most important prosodic parameters in verbal communication. It has been found to be strongly correlated with the activation dimension of emotional models (Justlin and Scherer, 2005; Banse and Scherer, 1996) and the active aspect of emotional categories. Research has suggested that all languages use variations in pitch to signal meaning and affect (Scherer and Wallbott, 1994). If, as already mentioned in the introduction, one considers a conversation to be an interactive dialogue where interlocutors do not remain involved to the same degree over the whole course of a conversation, it can be assumed that speaker’s states may change over the course of the interaction and that they may be mainly expressed and recognized by changes in the amount of pitch synchrony. This has been shown for instance in De Looze and Rauzy (2011) and De Looze et al. (2011) and in the present study where speakers’ pitch synchrony is reported to be highly correlated to speakers’ degree of involvement. The perception of the dynamic aspect of a speaker’s states in terms of pitch would be all the more prominent as the human auditory system is very sensitive to changes in pitch, with the audible frequency range of the human auditory system ranging from 20 Hz to 20 kHz (Rumsey and McCormick, 2002); the consequence of this being that speakers show pitch adaptation much more than other types of prosodic adaptation. This would be particularly likely, for instance, in male-female pairs, as converging in pitch would require too much vocal effort and would affect a speaker’s vocal identity too much (as specified for instance in Ohala’s frequency code (Ohala, 1983)).

On the contrary, small changes in articulation rate may not be as well perceived as small changes in pitch. If one considers the strong link between perception and production, synchronising variations in articulation rate may therefore not be intended. Furthermore, studies have shown that variations in speech rate are rather due to variations in the number of pauses and their mean duration than to variations in the actual articulation rate (Goldman-Eisler, 1968; Grosjean and Deschamps, 1975). This is exemplified in our previous study where we found high degrees of synchrony in terms of pause duration (De Looze and Rauzy, 2011; De Looze et al., 2011) and in our present study for which we observed very few levels of synchrony in articulation rate. As commented by Goldman-Eisler (1961), articulation rate is “a personality constant of remarkable invariance”. If speakers’ articulation rate is rather constant in nature, one may therefore adapt their speech rate in terms of pause number and duration rather than in terms of articulation rate.

1 The average male \(f_0\) range is approximately 75–300 Hz, the average female \(f_0\) range 100–500 Hz.
Regarding asynchrony phases in intensity, one could assume that the nature of conversation naturally implies such a pattern, as while one speaker is talking, the interlocutor is remaining partly silent or back-channeling. This would suggest that synchrony phases, on the contrary, are rather indicative of overlapped speech.

8.2. Prosodic synchrony over conversations

In this study, we also investigated the dynamic nature of prosodic synchrony across conversations. Our data had the advantage that the participants did not know each other prior to taking part in the corpus recordings. This allowed us to examine whether the amount of synchrony increased as the participants became better acquainted.

We hypothesized that over the course of several conversations, even if participants would get better acquainted, because of the dynamic nature of social interaction, prosodic synchrony would not continuously increase across conversations but be specific to the interaction (following the premises of Interactional Linguistics (Mondada, 2001)).

Our results support our assumption. Prosodic accommodation varies over each conversation, suggesting that the amount of synchrony is more than likely affected by other factors such as speakers’ degree of involvement, their role in the conversation (e.g. dominant vs. dominated) as well as the adoption of interpersonal communication strategies. Considering our original hypothesis that prosodic synchrony is a dynamic phenomenon, this should be expected; regardless of acquaintance, the dynamic manifestation is related to social-functional phenomena. As seen in the literature review at the start of the paper, numerous researchers have found prosodic accommodation to be related to a number of important social phenomena – likeability, common-ground, cognitive alignment, engagement – and to be used for many different purposes, e.g. as a vocal manifestation of social-hierarchical distance, a method of achieving social approval and acceptance (see Section 2.3).

8.3. Functional role of prosodic synchrony

In this study, the functional role of prosodic synchrony dynamics was further investigated. In particular, we have investigated seven possible functional aspects: how they inform about (1) the perceived naturalness of the conversation flow, (2) speakers’ mutual understanding, (3) speech interruptions, (4) aspect of dominance (in terms of holding the floor), (5) speakers’ degree of overall and individual engagement and (6) speaker’s affinity (in terms of positive perception of the interaction).

Our results have first shown that the higher synchrony in pitch and intensity, the more the conversation is perceived as flowing naturally and the more the speakers are perceived engaged and liking each other. They also reveal that an asynchrony in pitch and intensity indicates that the participation in the conversation is ‘unbalanced’ between the speakers, i.e. one of the speakers shows more engagement, dominates or monopolizes more the conversation than the other.

These results confirm earlier studies which revealed the importance of prosodic accommodation in facilitating the exchange of information and in increasing the social success of the interaction. The fact that when speakers’ degree of prosodic synchrony is high, the conversation is perceived as flowing more naturally, the speakers are perceived as more engaged and liking each other, and the fact that, on the contrary, asynchrony is associated with ‘unbalanced’ behaviours or attitudes, suggest that prosodic synchrony is a strong indicator of speakers’ social resonance in the conversation. Maintenance and differentiation are, on the contrary, used by speakers to maintain social distance with their interlocutors (Giles et al., 1991). These results instantiate Chartrand and Bargh’s comment on the chameleon effect (Chartrand and Bargh, 1999) – it operates to create greater liking and to ease the interaction.

Our study further corroborates earlier findings we observed in natural conversations of English (De Looze and Rauzy, 2011; De Looze et al., 2011) on the link between prosodic synchrony and speakers’ degree of involvement. It is interesting to note that for two different languages, and in particular different cultures, a similar process seems to be used to convey similar functions. The fact that no clear difference was found in the perception of native and non-native speakers of Japanese further suggests that prosodic accommodation has become automatic over the course of human evolution (Chartrand and Bargh, 1999) and has been used to serve specific functions in social interaction. It would be worth performing systematic cross-language comparisons to better understand the universal vs. language-specific nature of this process and its functions.

Furthermore, we have not observed any correlation between synchrony in pitch and intensity and the perceived level of mutual understanding, the annotations being performed either by native or non-native speakers of Japanese. Nor have we observed any link between synchrony in pitch and intensity and the number of perceived interruptions.

Accommodation is performed at many different domains (semantic, linguistic, syntactic, prosodic) and according to different modalities (verbal, vocal, visual). One possible explanation is that mutual understanding is enhanced through the alignment of other domains such as the syntactic and lexical. Prosodic accommodation, in the vicinity of backchannels, has yet been found to augment conversational partners’ performance on their joint task (Levitan et al., 2011a; Levitan and Hirschberg, 2011). It may therefore also serve information exchange, at a more local level. It would be worth investigating how accommodation, at different domains and modalities, and at different temporal spans, contributes to facilitate information exchange as well as to augment the social success of the interaction.
In this experiment, we have not investigated the dynamics of prosodic accommodation on a sub-utterance level as was done by Heldner et al. (2010) Levitan et al. (2011a) and Levitan and Hirschberg (2011) even though we believe that this phenomenon can be more local that what we have investigated in our study. As we explained, we believe that prosodic accommodation spans over different temporal domains, which justifies an investigation at a sub-utterance level, at the utterance level as well as on larger domains (several utterances).

In Levitan et al, prosodic accommodation was reported in the vicinity of feedbacks (over windows of 200 to 1000 ms length). This short-term prosodic adaptation was found to be strongly correlated to the speakers conversational coordination and performance on their joint task; the higher prosodic adaptation, the better the coordination between partners, the better they perform their task.

In our study, prosodic features were extracted every 10 s (over windows of 20 s length with an overlap of 10 s). We have previously mentioned that this longer-term prosodic accommodation is strongly correlated to speakers’ degree of involvement, to the perceived naturalness of the conversation flow as well as to speakers social closeness or rapport.

Both methods reveal different aspects of prosodic accommodation: large windows would capture ‘social closeness’, while shorter windows would inform about the information exchange process.

**8.4.2. Prosodic accommodation dynamics measurement**

Compared to current methods which examine prosodic accommodation as a linear phenomenon only and which measure its amount at the beginning and end of conversations, our tool also allows for its measurement at different time intervals, quantifying its degree using a set of overlapping moving windows. In our study, we evaluated whether the captured dynamics were not accidental phenomena but meaningful in the frame of social interaction.

Similarly to Ramseyer and Tschacher (2010), we created a number of pseudo-conversations for which we computed synchrony coefficients. These coefficients were then compared to those obtained with real conversations using a Mann–Whitney U test and by carrying out a z-score transformation on the complete set of data (real and pseudo).

**Table A.1**

<table>
<thead>
<tr>
<th>Feature</th>
<th>Synchrony Average (AvgN) and Standard Deviation (StdN)</th>
<th>Asynchrony Average (AvgD) and Standard Deviation (StdD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AvgN</td>
<td>StdN</td>
</tr>
<tr>
<td>sd/0</td>
<td>8.65</td>
<td>3.18</td>
</tr>
<tr>
<td>median/0</td>
<td>10.15</td>
<td>3.00</td>
</tr>
<tr>
<td>medianInt</td>
<td>6.30</td>
<td>3.23</td>
</tr>
<tr>
<td>sdInt</td>
<td>7.90</td>
<td>2.02</td>
</tr>
<tr>
<td>syllsec</td>
<td>4.30</td>
<td>3.13</td>
</tr>
</tbody>
</table>
and discriminating based on group membership. Our study reveals that prosodic accommodation in real conversations is significantly different to that in pseudo-conversations. We take this as evidence that the captured dynamic manifestation of prosodic accommodation was not a random phenomenon and that the chosen window size (of 100 s-length) enables to capture salient aspects of the phenomenon. The veracity of our tool was further confirmed by our experiment on the functional role of prosodic synchrony dynamics in social interaction for four of the variables examined. The fifth, syllables per second (articulation rate), was not correlated with any functional aspect. Considering the articulation rate in the real conversations was significantly different to that of pseudo-conver-

Table A.2
Synchrony and asynchrony phase summary for Pair 3. Average number (AvgN) of synchrony and asynchrony phases are reported along with their standard deviations (StdN). Further, the average duration in number of analysis frames of these phases (AvgD) and the standard deviation (StdD) over the ten conversations are summarized for each feature.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Synchrony</th>
<th></th>
<th>Synchrony</th>
<th></th>
<th>Asynchrony</th>
<th></th>
<th>Asynchrony</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AvgN</td>
<td>StdN</td>
<td>AvgD</td>
<td>StdD</td>
<td>AvgN</td>
<td>StdN</td>
<td>AvgD</td>
</tr>
<tr>
<td>sd(f_0)</td>
<td>10.82</td>
<td>3.40</td>
<td>5.27</td>
<td>2.49</td>
<td>3.55</td>
<td>1.13</td>
<td>3.45</td>
</tr>
<tr>
<td>median(f_0)</td>
<td>11.55</td>
<td>2.46</td>
<td>5.09</td>
<td>1.64</td>
<td>2.82</td>
<td>1.83</td>
<td>3.36</td>
</tr>
<tr>
<td>medianInt</td>
<td>4.45</td>
<td>2.91</td>
<td>4.91</td>
<td>1.64</td>
<td>8.91</td>
<td>2.70</td>
<td>5.27</td>
</tr>
<tr>
<td>sdInt</td>
<td>2.18</td>
<td>2.82</td>
<td>1.55</td>
<td>2.11</td>
<td>11.55</td>
<td>2.38</td>
<td>5.36</td>
</tr>
<tr>
<td>syllsec</td>
<td>2.64</td>
<td>1.57</td>
<td>3.09</td>
<td>2.21</td>
<td>11.55</td>
<td>1.97</td>
<td>6.27</td>
</tr>
</tbody>
</table>

Table A.3
Synchrony and asynchrony phase summary for Pair 4. Average number (AvgN) of synchrony and asynchrony phases are reported along with their standard deviations (StdN). Further, the average duration in number of analysis frames of these phases (AvgD) and the standard deviation (StdD) over the ten conversations are summarized for each feature.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Synchrony</th>
<th></th>
<th>Synchrony</th>
<th></th>
<th>Asynchrony</th>
<th></th>
<th>Asynchrony</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AvgN</td>
<td>StdN</td>
<td>AvgD</td>
<td>StdD</td>
<td>AvgN</td>
<td>StdN</td>
<td>AvgD</td>
</tr>
<tr>
<td>sd(f_0)</td>
<td>7.80</td>
<td>1.48</td>
<td>5.50</td>
<td>2.55</td>
<td>6.10</td>
<td>1.97</td>
<td>5.00</td>
</tr>
<tr>
<td>median(f_0)</td>
<td>11.90</td>
<td>2.77</td>
<td>4.40</td>
<td>1.26</td>
<td>4.90</td>
<td>1.66</td>
<td>4.00</td>
</tr>
<tr>
<td>medianInt</td>
<td>4.50</td>
<td>2.37</td>
<td>4.10</td>
<td>2.69</td>
<td>11.20</td>
<td>2.44</td>
<td>6.70</td>
</tr>
<tr>
<td>sdInt</td>
<td>4.50</td>
<td>3.14</td>
<td>5.60</td>
<td>3.92</td>
<td>10.90</td>
<td>2.77</td>
<td>5.30</td>
</tr>
<tr>
<td>syllsec</td>
<td>2.10</td>
<td>1.91</td>
<td>2.90</td>
<td>2.13</td>
<td>11.20</td>
<td>1.75</td>
<td>5.20</td>
</tr>
</tbody>
</table>

Fig. 7. Mean distances obtained for fake and real conversation groups.
sations, this is more than likely due to the questions asked in the perceptual test not capturing or relating to articulation rate. Future work will need to be carried out to determine the functional aspects of articulation rate.

While a smaller window size may also do the same (and a larger window size), the question of granularity is one that needs to be examined in great detail. It may be that there is no one optimum window size that can be applied in a general sense; rather that the window size depends on the level of granularity and span that one would like to investigate. It is our hypothesis that long stretches of prosodic synchrony between interlocutors is capturing important functional aspects of synchrony. The view that we take is that long stretches of synchrony are as salient as smaller levels and are capturing different, yet meaningful aspects. While a smaller window and sub-utterance level analysis is necessary in examining phenomena such as backchannels, longer durations above the utterance level is necessary to examine the social aspects of synchrony. We believe that there is no optimal temporal span to search for; one should rather look for a temporal span suitable for to the type of functional analyses and features to be investigated.

Fig. A.1. Evolution of the ratio (i.e. percentage) of synchrony (red), asynchrony (green) and maintenance (blue) for all ten conversations (abscissa) of Pair 1 for each prosodic parameter (ordinate). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

![Pair 3 - Synchrony Ratio Evolution over Conversations](image)

Fig. A.3. Evolution of the ratio (i.e. percentage) of synchrony (red), asynchrony (green) and maintenance (blue) for all ten conversations (abscissa) of Pair 4 for each prosodic parameter (ordinate). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
9. Conclusions

In this paper we presented a tool for the measurement of the prosodic synchrony that is ideally suited to the capture of its dynamic manifestation. Using this system, we investigated prosodic synchrony in Japanese dyadic telephone conversations in a number of different ways: we examined synchrony as a dynamic phenomenon; we examined the social-communicative functional role of prosodic synchrony using crowd-sourced annotations; we compared our results to pseudo-synchrony measurements derived from randomly chosen artificial conversations and determined that our tool was capturing salient moments of prosodic synchrony through the use of paired t-tests.

We examined prosodic accommodation over individual conversations and across groups of conversations carried out with the same conversational partners, the results of which support our hypothesis that prosodic synchrony is a largely dynamic phenomenon. Overall, our study shows that the degree of prosodic synchrony changes dynamically over the course of a conversation and across conversations, and that these dynamics inform about the naturalness of the conversation flow, the speakers’ degree of involvement and their affinity in the conversation.

10. Future work

In the presentation of the PAD tool, we have proposed a set of seven states underlying prosodic accommodation. In this paper, we have focused on its synchronous/asynchronous forms. Future work will therefore focus on the development of a suitable measurement for its convergent and divergent forms. This will enable to investigate whether synchrony and convergence temporally co-occur and convey the same functions in social interaction.

Different window sizes, in the investigation of the evolution of prosodic accommodation, will also be tested in order to better understand its role at both local and global levels. As previously postulated, we believe that prosodic accommodation is displayed at different temporal spans, to convey different functions.

Accommodation has been reported at many other different levels: speech sounds, syntax, lexicon, body movement, gestures and so on. Recent investigations have looked at accommodation from a multimodal perspective and have suggested that convergent features at a certain level may have been mediated by convergent signals at other levels. For future work, we intend to extend our tool by measuring accommodation in terms of voice quality, head movement quantity and body activity.
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