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ABSTRACT 

Ethical concerns in the digital domain are growing with the extremely fast evolution 
of technology and the increasing scale at which software is deployed, potentially 
affecting our societies globally. It is crucial that engineers evaluate more 
systematically the impacts their solutions can have on individuals, groups, societies 
and the environment. Ethical risk analysis is one of the approaches that can help 
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reduce “ethical debt”, the unpaid cost generated by ethically problematic technical 
solutions. However, previous research has identified that novices struggle with the 
identification of risks and their mitigation. Our contribution is a visual tool, the Digital 
Ethics Canvas, specifically designed to help engineers scan digital solutions for a 
range of ethical risks with six “lenses”: beneficence, non-maleficence, privacy, 
fairness, sustainability and empowerment. In this paper, we present the literature 
background behind the design of this tool. We also report on preliminary evaluations 
of the canvas with novices (N=26) and experts (N=16) showing that the tool is 
perceived as practical and useful, with positive utility judgements from participants. 

1   INTRODUCTION 

The ethical issues with software released to the public, especially Artificial 
Intelligence (AI)-based software, are so widespread that some researchers have 
coined the term “ethical debt” (Petrozzino 2021; Fiesler 2020). Paralleling the notion 
of technical debt (Knesek 2016), ethical debt represents the unpaid cost generated 
by ethically problematic software and borne by individuals, communities, and society 
in general. However, while technical debt is typically the result of deliberate choices 
guided by specific imperatives (e.g. time to market), ethical debt mostly arises from 
unidentified ethical risks (Fiesler 2020; Petrozzino 2021). 
Engineering education has a responsibility to address this situation. Isaac et al. 
(2022) have shown that novice software engineers tend to neglect ethical concerns 
in their design. Griffin et al. (2023) report that experienced software engineers do not 
necessarily identify that technical decisions they routinely make in their professional 
activities have ethical implications. Whether they will be users, integrators, designers 
or developers, the engineers we train need to develop strategies for a) systematically 
identifying and assessing ethical risks associated with digital solutions2 and b) 
identifying possible mitigation options to the ethical issues they identify. 
In this paper, we present a visual guide called the “Digital Ethics Canvas” designed 
to help engineering students work through ethical risks specifically related to digital 
solutions. We first review previous work before discussing the foundations for the 
ethical framework underlying our canvas and present preliminary evaluation results. 

2   BACKGROUND 

A “canvas” is a visual tool designed to guide people through the process of using a 
methodology or framework. Canvases are increasingly used in engineering 
education (Tranquillo, Kline, and Hixson 2016), for instance to support specific 
engineering tasks (Ruf and Back 2015) or to support education activities in an 
engineering context (Ammersdörfer et al. 2022). The canvas that we propose has 
two specificities: a) it focuses on the analysis of the risks generated by a digital 
solution under design, development or use and b) it is built on six ethical “lenses” 
that guide risk assessment and mitigation. In the following, we position our approach 
compared to existing work on these two aspects. 

2.1  Risk analysis 

Risk analysis is an important aspect of engineering work and encompasses two 
types of risks: risks to the product/service being engineered (i.e. hazards that could 

                                                
2 Throughout this paper, we use the term “digital solution” to refer to technical systems that involve 
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make the engineering project fail) and risks generated by that product/service (i.e. 
adverse effects that the product/service could have on individuals, groups, societies 
and the environment). While the former are important from a project and business 
management point of view, the latter are at the core of responsible engineering and 
the focus of our work. Our goal is to develop the ability of engineers to identify the 
specific risks generated by digital solutions to others, society and the environment 
(also called ethical sensitivity). 
Vallor (2018) proposes “ethical risk sweeping” as a tool for avoiding “ethical 
negligence”. She argues that ethical risks analysis should be a standard engineering 
protocol in the same way as cybersecurity penetration testing, and repeated at all 
phases in the engineering process, from the initial product proposal to the quality 
assurance stage. However, her proposal does not make explicit how engineers can 
analyze these ethical risks in practice. 
Carlson et al. (2018) have studied how students analyze risks in the context of 
projects involving real-world problem solving. They found that students struggled 
with three aspects of risk analysis: identifying risks, setting priorities and working on 
mitigation (Carlson et al. 2018). They have proposed two canvases to support 
students: a Design Canvas to identify risks in the problem space and an Iteration 
Plan to prioritize and set mitigation goals. However, they define risk as “the 
probability that the design project fails to make impact”, which does not include risks 
generated by the impact the design project will make. 
Among other methods frequently used in strategic analysis, the SWOT matrix 
(Strengths, Weaknesses, Opportunities, Threats) includes a risk analysis component 
within its “Threats” section (Weihrich 1982). However, its main drawback from our 
perspective is that it also considers only risks to the project. A similar drawback is 
found in other risk analysis canvases such as (Borbinha, Nadali, and Proença 2015) 
or (Kuru and Artan 2020). 
Taking a different approach, Reijers et al. do not focus on risks per se but on “how a 
technology might bring about ethical impacts for different stakeholders” (Reijers et al. 
2018). Designed for practitioners who do not necessarily have an ethics background, 
their “Ethics Canvas” implements a four-phase process, from stakeholder and impact 
analysis to mitigation design. Two clear strengths of the Ethics Canvas are its focus 
on risks generated by a product/service and its domain-agnostic approach, which 
makes it suitable for a wide range of disciplines and applications. On the other hand, 
it might be difficult for novices to think about certain ethical concerns. For instance, 
while privacy and fairness issues seem to gain increasing visibility in software 
engineering, other concerns such as sustainability and environmental impacts seem 
to be less frequently addressed (Isaac et al. 2022). In the next section, we review 
different approaches that try to tackle this issue. 

2.2  Ethical lenses 

Value-oriented methodologies such as Value-Sensitive Design (Friedman, Kahn, and 
Borning 2002) typically approach the range of ethical concerns by having 
stakeholders identify explicitly the “human values” that the product/service should 
align with. Value-based approaches are getting a lot of traction in engineering and 
are sometimes even referred to as “ethics by design” approaches (Spiekermann and 
Winkler 2020). Focusing on values can be seen both as a strength and a weakness: 
on one hand, the contextual nature of values makes these approach flexible and 
adaptable to a broad range of contexts, but on the other hand, appropriately defining 
the values at stake and frame them so that they mean the same thing to all parties 



 

can be challenging (Friedman et al. 2021). The very concept of value has actually 
been deemed unclear and insufficiently defined (Manders-Huits 2011). 
Some authors argue for a more normative approach based on predefined ethical 
principles (Manders-Huits 2011). Cardia et al. (2017) for instance, propose a canvas 
based on the four humanitarian principles (humanity, neutrality, impartiality and 
independence) to assess the use of digital technology for humanitarian action. The 
four bioethics principles (beneficence, non-maleficence, autonomy, and justice) are 
often used as an ethical framework for evaluating engineering solutions in healthcare 
contexts, such as in (Cawthorne and Robbins-van Wynsberghe 2020). By definition, 
principle-based approaches are possible only when there is an overall agreement on 
the set of ethical principles to use. This is the case for the humanitarian domain 
(Council of the EU, European Parliament, and European Commission 2008) and for 
the medical domain with the largely adopted principles of biomedical ethics 
(Beauchamp and Childress 1979). As we will discuss in the next section, this is not 
(yet) the case for the digital domain. In addition, the engineers we train will work in a 
variety of contexts with varying sets of values (e.g. healthcare, social media). This is 
why we adopt instead the notion of ethical “lenses” as proposed by Isaac et al. 
(2022), which represent multiple ethical perspectives for analyzing risks. 
The five “lenses” from Isaac et al. (2022) stem from the human-centered design 
criteria feasibility, desirability and viability (IDEO 2000) that the authors extended 
with sustainability, privacy and accessibility. Guiding analysis with several criteria is 
also found in the PEST/PESTLE framework (Political, Economic, Social, 
Technological / Legal, Environmental). Meant for “scanning” macro-environmental 
factors in business development (Aguilar 1967), this framework is often used in 
combination with SWOT. Other authors have instead reinterpreted existing canvases 
in light of such criteria. For instance, Gillet et al. (2022) propose two reinterpretations 
of the Value Proposition Canvas (Osterwalder et al. 2014), focused on sustainability 
and transparency. In contrast to this approach and with the goal to help engineers 
“scan” risks from multiple ethical perspectives, we propose a single canvas that 
implements several ethical lenses. In the following section, we discuss the ethical 
lenses we chose in light of the existing literature on ethics in the digital domain. 

2.3  Digital-specific ethical lenses 

With the increasing visibility of ethical issues with digital solutions, researchers and 
practitioners have attempted to clarify adequate ethical guidelines. A significant 
number of proposals stem from the Big Data and Artificial Intelligence domains. In 
their “Data, responsibly” proposal, Stoyanovich, Abiteboul, and Miklau (2017) 
recommend fairness, diversity, transparency, equality and data-protection as the 
foundations for responsible data science. Ballantyne (2018) later argues that “there 
is no one-size-fits-all framework for how to ethically manage your data” and suggests 
seven ethical values for “making informed, explicit, and justifiable trade-offs, rather 
than following a set of prescribed rules”: social value, harm minimization, control, 
justice, trustworthiness, transparency and accountability. Howe and Elenberg (2020), 
take a medical research stance and suggest autonomy, equity and privacy as the 
ethical concepts most challenged by big data in health. Interestingly, the issue of 
sustainability and environmental impact is mostly absent from these proposals. 
In the domain of AI, Jobin, Ienca and Vayena (2019) analyzed 84 documents in the 
context of the “ethical AI debate” to identify whether a global consensus was 
emerging. They identified that 88% of the documents had been published after 2016 
and conclude that “No single ethical principle appeared to be common to the entire 



 

corpus of documents, although there is an emerging convergence around the 
following principles: transparency, justice and fairness, non-maleficence, 
responsibility, and privacy.”. Loi, Heitz and Christen (2020) extended this work with a 
focus on the procedures recommended in these AI ethics guidelines and propose a 
framework with seven principles: beneficence, non-maleficence, autonomy, justice, 
control, transparency, accountability. Ryan and Stahl (2020) also extended the work 
from Jobin et al. but with the goal of providing the most comprehensive list of ethical 
principles as found in 91 guidelines. It is the only contribution we found that included 
sustainability and environmental impact, reflecting an overall lack of attention to a 
pressing issue to which digital solutions are actually no stranger (Bender et al. 2021). 
Other authors take a radically different approach and put forward the human rights 
framework as a cross-cultural and globally agreed framework for responsible AI 
(Prabhakaran et al. 2022). 
With this short review we want to highlight the current lack of consensus on the 
ethical principles that should guide a responsible approach to software. It is 
important to note that this landscape is moving extremely fast and is influenced, of 
course, by the crucial work done on software and AI regulation worldwide. A flagship 
of this work is probably the “Artificial Intelligence Act” from the European 
Commission, which follows a risk-based approach to classify AI-based systems in 
terms of impacts on safety, security and fundamental rights. 
In terms of canvas-based approaches, we found one digital-specific ethics canvas: 
the Technology Impact Cycle Tool (TICT) (Fontys University 2021). Focused on 
reflection, it uses questions organized in “scans” of progressive scope with 10 
different categories: impact on society, human values, privacy, inclusivity, 
transparency, bad actors, sustainability, data, stakeholders and futuring. While we 
found the organization in progressive scopes helpful, we thought that the tool had 
too many categories and was mixing design process aspects (e.g. stakeholder 
analysis) with ethical lenses (e.g. privacy, sustainability). We also argue that, while 
reflection is certainly important in responsible design, an analytical approach of the 
risks generated by a solution is essential to reducing ethical debt.  

3   THE DIGITAL ETHICS CANVAS 

As our review highlighted, very few options exist to help engineers identify and 
mitigate the range of ethical risks generated by a digital solution under design, 
development or use. Our contribution is a canvas (Figure 1), that helps engineers to 
scan the risks generated by a solution with six digital-specific ethical lenses: 
beneficence, non-maleficence, privacy, fairness, sustainability and empowerment. 
Following an incremental process and taking inspiration from the bioethics principles 
in particular, we have integrated ethical lenses progressively into our canvas. Our 
“beneficence” lens is positively oriented, for documenting the expected benefits of 
the solution. The “non-maleficence” lens is meant to capture safety and security 
issues, as suggested by Ryan and Stahl (2020). Our “empowerment” lens reflects 
the autonomy principle but with a larger scope to encompass issues of transparency, 
explainability, trust and user agency. Our review showed that “justice” and “fairness” 
are often grouped together (see previous section) but we chose to use “fairness” as 
a less normative concept which is more frequently used in relation to AI-based 
solutions. Finally, we added a “privacy” lens to capture risks with regards to the use 
of data and “sustainability” to include risks related to environmental impacts and 
labor exploitation. An important factor in our choice was to limit the number of lenses 
not to overwhelm novices, while being general enough to capture a range of ethical 



 

risks. We were also careful not to be too Big Data- or AI-specific and made sure our 
canvas can be applied to other types of digital solutions. For scaffolding purposes, 
we included questions in the canvas for the different lenses to help our users surface 
elements in the digital solution that are likely to give rise to risks, rather than 
providing them with definitions (see Figure 1). 

 

Figure 1: The Digital Ethics Canvas. The left and right columns are used to map out factual 
information about the digital solution and the context, whereas the central part is used for 
evaluating the benefits, risks and mitigation options for the solution using our ethical lenses. 

With one benefit-oriented lens and five risk-oriented lenses, our canvas supports 
users in benefit-risk analysis, a methodology which is widely used in public 
(European Medicines Agency 2018). Benefit-risk analysis is part of a broader family 
of Multi-Criteria Decision-Making methods (Zionts 1979), typically used in the case of 
multiple conflicting objectives, as is generally the case with ethical decisions. This 
type of analysis requires collecting information about the problem space and context, 
which is why our canvas includes sections to map out factual information about the 
digital solution and its context of use. For each of the risks, mitigation strategies can 
be described, as these can weigh in the analysis. Depending on whether the canvas 
is used at design/development or at use time, mitigation strategies may involve 
either modifying the technological artifact (e.g., avoid collecting personal data that is 
not needed to reduce a privacy risk) or changing the usage context (e.g., ask users 
to provide a nickname rather than their actual name). 

4   EVALUATION 

4.1 Methods  

We have developed our canvas incrementally, testing our ethical lenses and our 
approach with different types of audiences and applications. In this paper, we report 
the results of two small-scale evaluations conducted in the spring semester 2023. 



 

We collected the views of novices in a three-hour session dedicated to responsible 
design as part of a master course on Information Systems Design with 26 students 
of various backgrounds (15 women, 11 men). We facilitated an interactive 
presentation of the canvas and its ethical lenses, then students applied the canvas 
on a case study, followed by a class discussion. The second evaluation was a part of 
a 90-minute workshop on the ethics of using generative AI for education, for experts 
in the fields of ethics, engineering, and education. The experts had various 
backgrounds and levels of seniority (N=16, 11 women, 5 men). We introduced our 
ethical lenses one after the other with inputs from research on generative AI and 
time for analyzing the corresponding risks in a given scenario (e.g., a teacher using 
generative AI to generate deepfakes instead of recorded lectures).  
At the end of each session, we asked participants to fill out a survey with both 
affective reactions and utility judgment measures (Alliger et al. 1997). We captured 
participants’ perceptions about the canvas with the AttrakDiff questionnaire 
(Hassenzahl, Burmester, and Koller 2003), which has 10 items with pairs of opposite 
adjectives and a scale from 1 to 7, every other item being reverse-scored. In 
addition, participants were asked “How would you describe the canvas to your 
friends?”. The second part of the survey asked participants their perceptions about 
several aspects of the session on a 4-point likert scale. To assess the perceived 
utility of the canvas, we asked participants if they thought what they had learned in 
the session would be useful to them later, if they were likely to apply what they 
learned in other contexts and if they wanted to have access to the canvas for further 
use. For novices, learning outcomes were also evaluated in a mid-term exam 
question the following week. 

4.2 Results: perceptions about the canvas 

The results of the AttrakDiff items are shown in Table 1. All the adjective pairs are 
presented with the negative adjective on the left (valued 1) and the positive on the 
right (valued 7), taking reverse-scoring into account. For each question, we indicate 
the mean score and standard deviation for both the novices and the experts. The 
star notation indicates when the mean score is significantly different from neutral (4) 
as assessed with a single-sample t-test. 
The most statistically significant measures indicate that both novices and experts 
found the canvas ‘good’ (M = 5.92 for novices and M = 6.44 for experts respectively), 
‘practical’ (M = 5.35 and M = 6.06) and ‘useful’ (M = 5.84 and M = 6.50). One more 
measure is statistically significant for the experts suggesting they also found the 
canvas ‘stylish’ (M = 5.81). All other mean scores are above the neutral value (4 of 7) 
and a majority higher than 5. These results indicate that the canvas was perceived 
positively and found to possess pragmatic qualities by both the novices and the 
experts, a valuable attribute for an education tool for engineers. Overall, the experts 
report a more positive perception of the canvas than novices. While this is probably 
to be expected, it also indicates for us an opportunity to further tailor the canvas for 
novice users, for instance by developing the educational resources around our 
canvas (e.g. an accompanying quick start guide). The only scale where experts rated 
the canvas lower than novices is the “complicated - simple” scale. We relate this to 
the fact that experts had much less time to practice with the canvas than novices. 
Most of the novices provided a description of the canvas, with mostly positive 
responses such as: “A simple model to assess complex 'blurry' topics”, “Tool to help 
you remember/realize the different aspects of a project that you don't necessarily 
think of intuitively.” and “As a good way to break down and analyze the important 



 

aspects of different phenomena”. A few responses were mixed, such as: “A good 
tool but could be simpler.” and “Complicated but interesting”. Only a few experts 
provided a textual description of the canvas, such as “A useful thinking tool.”, “Matrix 
for structured evaluation” or “As a useful tool to consider in teaching witch’s of AI”. It 
is interesting to note how a number of novices contrast the practicality of the canvas 
with the complexity and non-intuitive aspects of technology ethics, which we take as 
a positive indicator of the value of the canvas for educational purposes. The more 
mixed descriptions by novices further encourage us to refine the instructional design 
of our canvas and our introduction session. 

Table 1: Results of the AttrakDiff questionnaire, with differences from the neutral response 
(4) tested with single-sample t-tests (*** for p < .001, ** for p < .01 and * for p <.05). 

 Negative 
pole (1) 

Positive 
pole (7) 

 Novices 
(N=26) 

Experts 
(N=16) 

Attractiveness (ATT) Bad Good Mean 
(SD) 

5.92*** 
(1.12) 

6.44*** 
(0.81) 

Ugly Attractive 
 

Mean 
(SD) 

4.5  
(1.57) 

5.56 
(1.21) 

Hedonic Quality - 
Identity (HQ-I) 

Unimaginative Imaginative 
 

Mean 
(SD) 

5.35  
(1.26) 

6.00 
(0.89) 

Dull Captivating 
 

Mean 
(SD) 

5.23 
(1.61) 

6.25 
(0.58) 

Hedonic Quality - 
Stimulation (HQ-S) 

Tacky Stylish 
 

Mean 
(SD) 

5.12 
(1.48)  

5.81** 
(1.05)  

Cheap Premium 
 

Mean 
(SD) 

4.92 
(1.38) 

5.81 
(1.11) 

Pragmatic Quality 
(PG) 

Confusing Clearly 
structured 

Mean 
(SD) 

5.73 
(1.22) 

5.94 
(1.29) 

Complicated Simple 
 

Mean 
(SD) 

5 
(1.10) 

4.31 
(1.54) 

Impractical Practical 
 

Mean 
(SD) 

5.35* 
(1.44) 

6.06*** 
(0.85) 

 Useless Useful 
 

Mean 
(SD) 

5.84*** 
(1.25) 

6.50*** 
(0.52) 

4.3 Results: quality of the session and utility judgements 

The perceptions of novices and experts about the facilitation of the sessions are 
illustrated in questions 1 to 4 of Figure 2. The majority of participants agreed or 
strongly agreed with all the positive statements. Notably, 95.9% of novices and 
100% of experts found the session good. Experts were a bit less positive than 
novices on the time allowed for questions, which we relate to the relative short 
duration of the workshop compared to the course. 
Utility judgements of the participants are represented in questions 5 to 7 of Figure 2. 
Participant’s evaluation of the usefulness of the session is positive with 75% of 
novices and 87.6% of experts agreeing or strongly agreeing. A high proportion of 
participants (66.6% of novices and 81.3% of experts) also reported they were likely 
to apply what they had learned into other contexts, which is a positive indicator of 
both learning and transfer (Alliger et al. 1997). Finally, the majority of respondents 
(62.5% of novices and 75% of experts) indicated they would like to have access to 
the canvas for other tasks. While this evaluation is promising, we observe that 
novices are overall less positive in their utility judgment than experts. This is to be 



 

contrasted with the results in terms of learning outcomes, where novices scored an 
average grade of 74%. Their less positive utility judgments might be due to the fact 
that, at the time of the session, they had not yet started to work on their course 
project and might not have directly seen how to apply the canvas in a concrete 
context. If that explanation proves to be correct, it would underline the importance of 
combining such an ethical canvas session with a concrete real-life project. 

 
Novices (N = 26) Experts (N = 16) 

Figure 2: Results of the questionnaire (4-item Likert scale) on the perceptions about the 
session (questions 1 to 4) and utility judgements on the canvas (questions 5 to 7). 

5   SUMMARY AND ACKNOWLEDGEMENTS 

In this paper, we address the issue of ethical debt by proposing a canvas for 
engineers to analyze more systematically the ethical risks with a digital solution at 
design, development or use time. Our canvas includes six ethical lenses 
(beneficence, non-maleficence, privacy, fairness, sustainability and empowerment) 
that are specific to the digital domain and implement a benefit-risk analysis 
framework. We presented an overview of the literature behind our approach as well 
as a preliminary evaluation of our canvas by engineering ethics novices and experts. 
The results proved positive, our canvas being perceived as practical and useful by 
participants, which is promising for use in engineering education. We plan to further 
refine our instructional resources around the canvas to provide users with more 
scaffolding, and to further evaluate how this canvas can be used in various settings. 
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