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Abstract. Online activism over Twitter has assumed a multidimen- 

sional nature, especially in societies with abundant multicultural identi- 
ties. In this paper, we pursue a case study of Ireland’s Twitter landscape 

and specifically migrant and native activists on this platform. We aim to 

capture the level to which immigrants are integrated into Irish society and 
study the similarities and differences between their characteristic 

patterns by delving into the features that play a significant role in clas- 

sifying a Twitterer as a migrant or a native. A study such as ours can 
provide a window into the level of integration and harmony in society. 

 

Keywords: Integration · Explainable artificial intelligence · Society · 
Twitter metadata · Textual 

 
1 Introduction 

 
Twitter has assumed a multi-faceted role as a communications platform while also 
becoming a platform for knowledge sharing, activism, journalism etc. Many 
researchers have used Twitter data to analyse social phenomena, opening 
research pathways toward data science for social good initiatives. One promi- nent 
area is that of migration studies, with many works relying on geo-tagged location 
data within tweets to make inferences about migration patterns [19,22], and 
mobility flows. However, we argue for a more nuanced approach to studying how 
immigrants have integrated into their migrated society. In this paper, we take up 
Ireland as a case study and utilise Twitter data from within Ireland to perform an 
analysis of migrants’ integration into Irish society. 
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with the financial support of Science Foundation Ireland under grant no. 13/RC/2106 
P2 at the ADAPT SFI Research Centre. 

2 



   

 
Ireland has recently grown into a multicultural society [13] with an increase 

in migration of foreign working professionals, international students and asy- lum 
seekers and refugees. Due to its welcoming policies confirming diversity and 
inclusion, Ireland has embraced these communities as their own [17]. However, 
the transformation has caused a plethora of online activism from migrant com- 
munities of Ireland and the native population of Ireland. Much of this online 
activism is displayed on popular social networks, such as Twitter [24]. On one end, 
there are activists from migrant communities, and on the other, there are those 
from the natives, both advocating for various social causes. There are, however, 
similarities and dissimilarities in the causes these activists support concerning 
society and the overall transformation. There is a lack of objective reasoning into 
the different communication patterns and causes advocated by local activists and 
migrant ones, and this work aims to present a computational methodology to fill 
that gap. 

In an attempt to study the various aspects of migrants’ integration in Irish 
society, we analyse different aspects of Twitter activity (of natives and migrants) 
by means of Twitter metadata and the textual content of tweets. Learning user 
representations via the textual content they generate has gained tremendous 
attention due to its usefulness in solving various user classification tasks such as 
hate speech detection, mental illness prediction, and fake news detection [16]. We 
embrace a different approach, mainly relying on unsupervised learning methods 
for extraction of different aspects of Twitter activity, followed by usage of these 
features in explainable artificial intelligence based classification models [3]. We 
fundamentally frame the task around the prediction of whether or not a given 
Twitter activist is a migrant or native, along with the most informative and 
distinguishing features. This classification model and associated feature analysis, 
in turn, helps us identify the features that make sense to determine migrants’ 
integration into society. 

Our main contributions in this work are summarized as follows 

– A best-of-both worlds approach is adopted by making use of rich Twitter com- 
munication patterns (such as mentions, retweets, and quotes) together with 
textual contents’ overlap within a tabular data representation for migrant 
and native communities of Ireland. 

– Use of two well-known explainable artificial intelligence approaches to pro- 
vide a glimpse into the most discriminating features of migrants and natives, 
thereby providing a basic mechanism from where one can begin to assess the 
level of migrants’ integration in society. 

– A curated, custom dataset has been made publicly available to the research 
community to enable further development of migration studies using textual 
data. 

The remainder of this paper is organised as follows. In Sect. 2, we discuss related 
work while attempting to cover migration studies along with works on user 
representations using social media data. Furthermore, we also present a brief 
explanation of the research gap and position our work concerning how it attempts 
to fill this gap. In Sect. 3, we present details of our collected data and 



 

 
methodology. In Sect. 4, we present our findings along with a discussion around the 
implications of these findings. In Sect. 5, we conclude with a brief overview of 
future work. 

 
2 Related Work 

In any society where multicultural identities are present, there remains a bound- 
ary between natives and migrants in various aspects. More specifically, over the 
years, in cases of increased migration to European Union countries, there remains 
a certain level of scepticism on policies proposed for integrating migrants into 
society [15]. The general consensus, however, is that the policies have been inef- 
fective in achieving the said goals. The general problem with this consensus is that 
there has been limited quantitative analysis of migrants’ lived experiences. We 
aim to fill this gap using social media data for this analysis. 

In studies that leverage social media, we can easily distinguish studies that 
investigate more large-scale macro-level events, such as political campaigning 
(e.g. [10]), riots and civil unrest (e.g. [7]), event detection (e.g. [1,18]), and large- 
scale news events like COVID-19 (e.g. [23]). Here, researchers often use social 
media as a lens to understand the perceptions and viewpoints of a subset of soci- 
ety or seek to identify key events that occur during the period(s) of observation. 
In these cases, it is generally easy to think about how to access and curate a 
meaningful and large corpus of text content. This is, however, not quite the case 
for studying immigrants: they are, as a hard-to-reach and arguably marginalised 
group, hard(er) to locate and study with social media. In fact, when it comes to 
marginalised groups, there is a general observation that researchers lack robust 
methodological guidelines [2]. 

There has been a lot of work (e.g. [6,8,28,31]) studying hate, toxicity, and 
cyberbullying, which is often directed towards immigrants and marginalised 
groups via social media. Though useful from a methods perspective, these studies 
often have a strong content bias towards content stemming from North Amer- 
ica and the United Kingdom [21]. [9] outlines how social media can be used to 
specifically study marginalised groups and discusses a number of the associated 
challenges. The key here is to ensure that corpus is representative and not just an 
echo-chamber of a few (obvious) selected topics. 

The literature has a number of consistent strategies for curating data sam- ples 
for studying marginalised communities. One common method is to select key users 
and extract their tweet history (e.g. [30]), using a set of seed users and sam- ple 
from “key” related users (e.g. [11,27,30]), focusing around specific hashtags (e.g. 
[2,27]), based on specific locations (e.g. [26])1, and using online reposito- ries of 
Twitter archives for key public figures (e.g. [11]). Other exploratory data analysis 
techniques can also be used for vernacular discovery to identify spe- cific 
keywords for content search. This, as noted by [30], is useful in identifying specific 
sociolinguistic variations of language, slang, shorthand etc. However, as noted by 
[4,30], researcher training in the area of study (to generate domain 

 

1 It should be noted that geo-location data can be unreliable. 



 
knowledge) is critical. An alternative method to determine a (starting) vocabu- 
lary set, as introduced by [5], is to collect anonymised data from relevant Web 
forums, blogs and microblogs, and ask human annotators to identify whether 
the content contains specific references of use. 

Our work adopts the approach of selecting a manually curated set of users as 
proposed in [30] with the “activism” of a user being the key focus. To the best of 
our knowledge, our work provides a novel direction in studying a diverse range of 
topics emanating from marginalised communities versus privileged ones, with 
previous such studies limiting their study around an event, hashtag or group of 
similar users [11,26,27]. 

 
3 Dataset and Methodology 

 
Our model of choice is TabNet on account of its support for multiple modalities 
together with the features it offers for explaining its outcomes. Explainability 
offers deeper insights for a task such as the one addressed in this paper of deter- 
mining the levels to which migrants feel included in or excluded from society. 

In this section, we first delve into the details of our dataset, followed by an 
explanation of the features used to make the predictions of whether a particular 
Twitterer from within our dataset is a migrant or a native. 

 
Table 1. Characteristics of Curated Twitter Activists’ Dataset from Both Communi- ties 

 

Type Mean Tweets Mean followers Mean following 

Migrants 2506 4184 1793 

Natives 3053 12116 3289 

 
 

3.1 Dataset: Activists from Both Communities 

For the dataset creation, we manually curate a list of Twitter activists from within 
migrant and native communities of Ireland, with the criteria that the Twitterer 
must have had tweeted/retweeted four or more tweets on a social justice issue 
within Ireland. The curation is performed by one of the authors, familiar with 
Ireland’s social justice landscape, and can distinguish between a native/local and 
a migrant. The data curation involves the following steps as an 
inclusion/differentiation criteria of natives vs migrants for our Irish Twitter 
dataset: 

– Irish surname check done by means of https://www.duchas.ie/en/nom 
– Reading Twitter biography field and checking for Irish terms in addition to 

flags of various countries2
 

 

2 It has been observed that migrants within Ireland usually insert a flag representing 
Ireland and their country of origin. 

https://www.duchas.ie/en/nom


 
– Reading last 20–100 tweets of an activist to determine whether or not there’s 

any explicit mention of belonging from any country. 

The above process yielded a total of 66 natives and 66 migrant activists. 
Despite the sample not being large, it serves as a fair representation of the Irish 
Twitter landscape, and Table 1 shows the characteristics of the selected activists. 
For each user in the curated list, we extract tweets and Twitter metadata asso- 
ciated with these tweets. Using Twitter API’s academic research product track, the 
last 3200 tweets of the Twitterers in our list were crawled3. 

 
3.2 Twitter Metadata Features to Study Integration 

As has been observed in research on Twitter communication patterns [12,33], the 
various forms of communication on Twitter, such as mentions, retweets, and the 
newly introduced feature quoted tweets, give an insight into significant aspects 
of a user. Regarding migrants and natives, these Twitter features specifically can 
help determine social bonding factors [29] between these two, which is why the 
following features are used in our prediction framework. 

– Follower Following Ratio: The ratio between the Twitter followers and those 
a certain user follows serves as an important indication of online popularity. 
To illustrate the results in the next section, we use the notation followerfol- 
lowingratio for this particular feature. 

– Mentions Percentage: The percentage of mentions within the last 3200 tweets 
of a user; this can be extracted from Twitter metadata’s replied to feature. To 
illustrate the results in the next section, we use the notation mentionsper- 
centage for this particular feature. 

– Retweets Percentage: The percentage of retweets within the last 3200 tweets 
of a user; this can be extracted from Twitter metadata’s retweeted feature. To 
illustrate the results in the next section, we use the notation retweetedper- 
centage for this particular feature. 

– Quoted Percentage: The percentage of quoted tweets within the last 3200 
tweets of a user; this can be extracted from Twitter metadata’s quoted fea- ture. 
To illustrate the results in the next section, we use the notation quot- 
edpercentage for this particular feature. 

 
 

3.3 Textual Features to Study Integration 

Two types of features were used as the textual features, i.e., based on word 
embeddings and topic models. Both are textual modelling techniques well-known 
in the literature for making inferences concerning various classes of users (we 
covered some of these in Sect. 2). These techniques are able to coherently capture 
similar and dissimilar topics from a huge body of text which in our case is all the 

 

3 Note that an anonymised version of this dataset has been released for public down- 
load at https://github.com/arjumandyounus/ineire tweetsdataset. 

https://github.com/arjumandyounus/ineire_tweetsdataset


 

 
Fig. 1. TSNE visualisation of clusters obtained from KMeans over user Tweet embed- 

dings. 

 

 
tweets by migrants and activists. A particularly challenging aspect, however, in the 
kind of task we have proposed is the different means by which accumulation of 
topics for a particular user can be done on account of a user being very diverse in 
tweeting habits and topical interests. We solve this challenge by taking Twitterer’s 
most frequent words in word embeddings and the most frequent topics in the 
case of topic models. 

For the word embedding based ones, we combine all tweet tokens of a user into 
a single document, thereby treating the user as a document. This is followed by 
a reduction process where each user document is then reduced to top-20 most 
frequent tokens. These tokens corresponding to each user are trained with a 
word2vec model [25] to obtain word embeddings and finally, KMeans clustering 
[14] is applied over all users4. The label of the cluster to which each user belongs 
is used as a feature in the model. Figure 1 shows the results of the KMeans clus- tering 
via tsne dimensionality reduction over the word embeddings of migrants and 
activists in our dataset. To illustrate the results in the next section, we use the 
notation labels for this feature. 

For the topic modelling features, we first apply the Gibbs Sampling Dirichlet 
Multinomial Mixture model (i.e., GSDMM) [32] for short text clustering to all the 
tweets of each user. Our choice of this alternative compared to the traditional 
Latent Dirichlet Allocation model is motivated by its strength in modelling via 
collapsed Gibbs sampling of one topic per document, making it more suited to 
short texts such as tweets. The application of GSDMM yields a collection of topics 
equivalent to the number of tweets by each user, and from this collection, we 
derive the top-4 topics for each user. We also derive the top-4 topics for the 
migrants and natives in our sample. For each user, we then compute the Jaccard 

 

4 An empirical analysis led to a stable number of 6 clusters. 



 

 
Fig. 2. Features’ importance for TabNet 

 

 
similarity score across the top-4 topics for migrants and natives; this score is then 
converted into a categorical feature whereby a score greater than 0.5 across 
migrants’ top-4 topics is assigned a category “SimilarToMigrants” and a score 
less than or equal to 0.5 is assigned a category “DisSimilarToMigrants”. Note 
that a similar categorical assignment is performed with topics within tweets by 
natives. To illustrate the results in the next section, we use the notation 
jcsimmigrants and jcsnatives for these topic model based features. 

 
 

 

Fig. 3. Features’ importance for XGBoost 



 

 
Fig. 4. SHAP Summary Plot for Tree Explainer of XGBoost 

 

Table 2. Classification results across prediction task of Twitter activist being migrant 

or native 
 

Classification approach Accuracy Precision 

TabNet 0.85 0.78 

XGBoost 0.87 0.80 

 

 
3.4 Classification Frameworks and Explainable AI 

The Twitter metadata features explained in Sect. 3.2 and textual content features 
explained in Sect. 3.3 are combined to produce a tabular representation for each user 
in our dataset. Two state-of-the-art tabular machine learning methods, i.e., 
XGBOOST with SHAP [20] and TabNet [3] built on top of the explainable AI 
paradigm, are then used to discover features that play a substantial role in 
distinguishing between migrants and natives; and this, in turn, helps characterise 
the level to which migrants have integrated into society. We discuss these aspects 
in significant detail in the next section. 

 
4 Findings and Discussion 

 
Table 2 presents the results for classification accuracy for both approaches. Both the 
algorithms exhibit similar results in terms of accuracy and precision while 
showing variations in feature importance (refer to Fig. 2 and Fig. 3). With respect 
to feature importance and associated explanations however an interesting pat- 
tern is observed from the features labels and followerfollowingratio whereby both 
play a significant role within both classification methods. A deeper analysis via 
SHAP values however reveals the stability of labels feature over other Twit- ter 
metadata features. SHapley Additive exPlanations (SHAP values) quantify 



 
Table 3. Description of topics in top six clusters 

 

Cluster Number (No. of Tweets Inside) Top four words 

Number 5 (80201) Covid cases hospital people 

Number 7 (45319) People today Ireland Government 

Number 8 (44564) Work stamp people visa 

Number 9 (40977) Dublin great day weather 

Number 1 (40192) Black garda race need 

Number 2 (37319) Women trans Ireland rights 

 

 
the contribution of each feature corresponding to the predictions made by a 
given machine learning model, and thereby gives deeper insights into local inter- 
pretability of a predictive model. The insights derived from the SHAP summary 
plot of Fig. 4 point to the observation that the labels feature derived from word 
embeddings of textual content within migrants’ and natives’ tweets leads to sta- 
ble predictions, and a coherent level of linearity. This points to a significant aspect 
with respect to migrants’ integration into society where the topics and interests 
of both communities are defining factors. As an example we revisit the tsne 
visualisation of Fig. 1 whereby labels 0 and 2 in particular show a dis- tinct pattern 
of differences in content posted by migrants and natives on Twitter; label 0 is 
derived from words textit“stereotype, racism, black, twitter” while label 
4 is derived from words textit“savenmh, abortion, women, repealed” whereby 
migrants have a large proportion of belonging to label 0 while natives have a large 
proportion of belonging to label 4. From this pattern, there is a clear demar- cation 
of interests and concerns of both communities depicting a probable lack of 
migrant integration into Irish society specially given the fact that “savenmh” made 
headlines for many weeks. 

To dig deeper into the differences in topical interests of migrants and natives, 
we show the top four words within the top six topics obtained via GSDMM in Table 
3. The topics are in descending order by the number of documents/tweets in each 
topic. As with the labels obtained from word embeddings, there is an apparent 
topical difference, particularly in Clusters 2, 8, and 9 whereby most tweets in 
Cluster 8 and 9 are those from migrant activists, while most in Cluster 2 are those 
from native activists. 

Our research confirms the following findings 

– The topical distribution of tweets by migrants and natives shows significant  
differences in terms of ideas and interests. 

– Natives exhibit a higher degree of content-based homophily in their interac- 
tions as compared to migrants specifically in relation to friends. 

 
5  Conclusion 

This paper presents an analysis via explainable artificial intelligence of features 
that play a critical role in distinguishing between migrant and native activists 



 

 
on Twitter. Both Twitter metadata and textual contents of tweets were used 
as features in two state-of-the-art machine learning classification models; and 
labels derived by application of KMeans clustering over word embeddings are 
determined to be stable features for the prediction task of migrant activists vs 
native activists. This essentially points towards a lack of migrants’ integration into 
Irish society in terms of the concerns and interests of the two different 
communities, where the identification of concerns and interests was captured 
using gathered topics embodied in word embeddings. The work in this paper can 
serve as a first step in utilising advanced textual features in solving the societal 
challenge of assessing migrants’ integration into society. In future work, we aim to 
incorporate mention and retweet networks into the model separately while also 
incorporating a detailed analysis of conversation threads by both natives and 
migrants. To summarise, an analysis such as ours can aid policymakers in gaining 
deeper insights into the causes behind societal conflicts introduced by inward 
migration into their countries; it also has significant implications from a European 
Union perspective. 
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