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Al & Society Why are explanations for Al Important? Aim: How can we evaluate XAl
R

from a user’s perspective?

Al is impinging on all areas of life often making life changing e Bias in data which is amplified by the model [3]

decisions for people. Concerns have been expressed related e Transparency & trust [4]

to biased decisions by Al systems around the processing of

Black-box models are inherently opaque [5]

personal data [1]. However, legislation such as the EU’s Al act

. T . . Transparent models are difficult to understand by lay users [6
has called for greater regulation of artificial intelligence in the P y'ay [6]

EU including catagorising according to risk, developing The Eu’s Al act legislates for explanations [2]

systems with greater transparency and the right to an Meth Od

explanation of Al systems’ decisions [2].
We investigated the leading practitioners of
non-algorithmic XAl, those that explore
methods used to evaluate XAl from a user
perspective.

Evaluation methods which have been

How does the system work?
validated have been included.

An overview of not only how these methods
of evaluation should be implemented but
also what they evaluate has been examined.

Is there bias?

How can | trust Al?

o
AE

/XAI Evaluation Methods \
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XAl Non-XAl XAl Non-XAl

SCS: System Causability Scale [7] SUS: System Usability Scale [9] AAR/AIl: After Action Review/Al [12] Design Thinking [15]
Goodness Checklist [8] SUMI: Software Usability CTAl: Cognative Tutorial For Al [13] Wizard of Oz [16]
Satisfaction Scale [8] Measurement Instrument [10] DoReMi [14] A/B Testing [17]

Curiosity Check [8] WEBQUAL: Website quality AlQ Toolbox [13] | like, | wish, What if? [18]
XAl Trust Scale [8] measurement [11] Mental Model Matrix [13] Shadowbox task [13]
Self Explaining Scorecard [13]

\ Quantitative Qualitative /

Conclusion Next Steps

, Following from our evaluation of users’ mental models and expert
When we evaluate XAl how do we know a user understands that explanation? What J P

if we want to evaluate other factors apart from users’ understanding? We have
presented a comprehensive overview of XAl specific evaluation scales which assess
understanding, usability, goodness, satisfaction, trust and curiosity and XAl specific
qualitative methods to evaluate XAl with users. Along with non XAl methods these
can be utilised to evaluate XAl, improve XAl methods and formats and ultimately
increase users’ trust and understanding of Al.

evaluation we will implement further XAl evaluation methods.

A/B Testing of XAl formats & methods with lay users

e Goodness check of XAl methods with Al experts

Satisfaction scale & XAl trust scale with lay users

2o ; . . . - ' ' iT7? '
Our initial research investigated users’ mental models for XAl using a design | like, 1 wish, What if? evaluation

thinking approach [15]. We followed with an expert evaluation of XAl formats and e |terative design and evaluation of XAl methods and formats
methods using an | like, | wish, What if? method. These form our initial, exploratory
investigations which will inform our next steps; a more controlled series of

evaluations using XAl scales and XAl evaluation methods. This work will lead to the

for the design of an XAl pattern library

: : : : Qi
iterative design and evaluation of XAl formats and methods for end users of Al [ DuUBLIN
systems. u DHON BEALGAN J e
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