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state but further research needs to be conducted on how the three components affect 

each other (Tai and Fung, 1997). 

 

Chebat and Michon (2003) found support for Lazarus (1991) cognitive theory of 

emotion. This theory contradicted the Mehrabian and Russell (1974) approach-

avoidance model. Chebat and Michon (2003, p. 537) indicated that within this study 

it was found ‘that odours do impact significantly on perceptions of both product 

quality and shopping environment’. They also noted Pleasure and Arousal contribute 

very little to spending, but do note that the contribution is of significance. Overall 

Chebat and Michon (2003) indicated that within the literature of service 

environments the Approach-Avoidance model has strongly stressed the emotional 

effects, however they also note that the model may have been overstated within the 

literature. Bigné et al. (2005) also tested Mehrabian and Russell’s (1974) model and 

Lazarus’ cognitive theory. Their research was similar to Chebat and Michon (2003) 

and they hoped to fill the gap between emotions and cognition. Bigné et al. (2005) 

indicated that the Pleasure dimension positively influences loyalty behaviour. This 

supports Mehrabian and Russell’s (1974) model. However, overall Bigné et al. 

(2005) found that Lazarus (1991) cognitive theory of emotion better explains the 

effect of Pleasure on satisfaction and loyalty. 

 

2.9 Conclusion  

 

Overall through the past four decades there have been a number of difficulties in 

assessing Mehrabian and Russell (1974) model and hypotheses. Firstly, it is 

important to note that customers seek pleasant environments and due to lack of 
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patronage in unpleasant environments it can be difficult to adequately assess the 

hypotheses (Donovan and Rossiter 1982, Donovan et al 1994). Secondly, within the 

literature there has been little support to recognise the role of Dominance (Foxall and 

Greenley 1999, Newman 2007). As mentioned Foxall and Greenley (1999, p. 150) 

noted that ‘the failure to find a role for Dominance might have been predictable 

given the narrow range of customer settings’ used in past research. These are two 

aspects that have been difficult to confirm due to lack of appropriate environmental 

settings being used in research.  

 

Thirdly, according to the Mehrabian and Russell (1974) model Pleasure and Arousal 

are correlated dimensions. Kenhove and Desrumaux (1997) reflected that Pleasure 

and Arousal are correlated yet independent dimensions and failure to distinguish the 

two factors can result in measurement and fit errors. In their study Donovan et al. 

(1994) indicated a possible failure to construct an unambiguous arousal factor. 

Mattilla and Wirtz (2006) suggested that Target-Arousal is an unexplored concept 

that could be beneficial in assessing Approach-Avoidance behaviours. 

 

Finally, Chebat and Michon (2003) suggested an alternative model for assessing 

emotions, the Lazurus (1991) model. Nevertheless, Donovan and Rossiter (1982), 

Donovan et al (1994), Foxall and Greenley (1999) and Mattila and Wirtz (2006) 

Newman et al. (2007), studies all indicated that the Mehrabian and Russell (1974) 

model is a beneficial basis for exploring the ‘bi-directional’ relationship and that 

further research is imperative. This research follows the call for further analysis of 

the Mehrabian and Russell (1974) model.  
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The next chapter introduces the environmental stimuli (S) that have been specifically 

used in the services literature. Bitner (1992) developed a framework called the 

servicescape to examine the environmental stimuli in the services literature. 

Hightower et al. (2002) indicated that Mehrabian and Russell (1974) model is an 

influencing part of the Servicescape literature. Bitner’s (1992) Servicescape model 

shared similarities to the Mehrabian and Russell (1974) model. In her model, Bitner 

(1992) defined the physical environment as the man made built environment or 

‘Servicescape’. Though there are similarities between the models, Bitner’s (1992) 

framework is unique in its extent of synthesis; the framework incorporates both 

customers and employees in their interactions. Compared with Mehrabian and 

Russell’s (1974) model, which only focuses on emotional responses, the 

Servicescape model focuses on many aspects of the environment, the physical 

environment, holistic environment, internal response moderators, internal responses 

and behaviours.  
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3 CHAPTER 3 Servicescape 

 

 

 

 

 

 

 

 

 

 

What makes consumers buy where they do? Not prices, not quality, not services, but 

the personality of the retail store 

Martineau (1958, p. 47) 
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3.1 Introduction 

 

Millions of dollars are spent by retailers each year on special lighting, background 

music, carpeting and fixtures, all with the hope of creating an atmosphere that is 

conducive to retail success’ (Gulus and Bloch, 1995, p. 95). 

 

This chapter provides an in-depth review on Bitner’s (1992) Servicescape model. In 

doing so each of Bitner’s three dimensions of Ambience, Space & Function and 

Signs, Symbols & Artefacts are examined. As discussed in chapter two, Mehrabian 

and Russell (1974) model has clearly influenced Bitner’s (1992) servicescape model. 

Bitner’s (1992) model identifies a connection between the servicescape (S), internal 

responses (O) and a customer’s behaviour (R). Though Bitner’s (1992) model was 

initially designed for bricks and mortar stores its influence has also been recognised 

within online servicescapes (Hopkins et al., 2009, Harris and Goode, 2010). A 

social-servicescape model has also been developed and this will be discussed at the 

end of the chapter 

 

3.2 Bitner’s (1992) Servicescape 

 

Tombs and McColl-Kennedy (2003, p. 450) indicated that ‘one of the most widely 

cited typologies of the service encounter, and its effects on those within in it, is 

Bitner’s servicescapes model’. See figure 3.1 for depiction of the model. Retailers 

have also acknowledged the importance of the servicescape as a tool for market 

differentiation and formulating marketing programs (Levy and Weitz, 2007, Orth et 

al., 2012). The concept of designing attractive artificial environments is not a new 
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discovery but goes back to ancient times (Kotler, 1973, Ezeh and Harris, 2007). It 

was Booms and Bitner (1981, p. 36) that defined the servicescape as ‘the 

environment in which the service is assembled and in which seller and customer 

interact combined with tangible commodities that facilitate performance or 

communication of the service’. Bitner (1992, p. 67) reiterated and indicated that 

‘through careful and creative management of the servicescape, firms may be able to 

contribute to the achievement of both external marketing goals and internal 

organisational goals’.  

 

Since the servicescape was formed there has been widespread use of the model in 

assessing, evaluating and understanding store environments and their atmospheres 

(Wakefield and Blodgett, 1994, Aubert-Gamet, 1996, Turley and Milliman, 2000, 

Hightower et al., 2002, Tombs and McColl-Kennedy, 2003, Kim and Moon, 2009, 

Lin and Worthley, 2012). Oakes (2000) developed a framework based on Bitner’s 

framework but the framework focussed solely on music. The framework was called 

the ‘Musicscape model’ (Oakes, 2000). Similarly Bone and Ellen (1999) developed a 

framework on ‘olfaction’. The framework was called the olfaction model. Both of 

these factors are part of Bitner’s framework and will be discussed in detail in section 

4.1 on Music and 4.4 on Olfaction.  
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Grace and O’ Cass (2004, p. 451) noted that the service environment is ‘complex as it 

involves a combination of processes, people and facilities’. Bitner (1992, p. 57) noted 

that ‘because the service generally is produced and consumed simultaneously, the 

customer is ‘the factory’, often experiencing the total service within the firms’ physical 

facility.’ The customer can not touch, see, smell or feel a service in the same manner as 

a tangible good (Shostack, 1977, Bitner and Zeithaml, 2003). The intangibility of a 

service indicates that the service cannot be physically felt in the same manner as a 

product.  

 

Hoffman and Turley (2002) proposed that much can be gained by examining the role of 

the servicescape because of the intangible nature of services. Shostack (1977) suggested 

that the more intangible a service is, the greater is the need to provide tangible, physical 

evidence. The physical evidence is assumed to be important because in the absence of a 

material product customers use tangible cues to assess the quality of service providers 

(Aubert-Gamet, 1996, Aubert-Gamet and Cova, 1999, Reimer and Kuehn, 2005, Ha and 

Jang, 2012). Lin (2004, p. 164) agrees with Aubert-Gamet and Cova (1999) and further 

suggests that ‘servicescapes are not only important component of a customer’s 

impression formations, but also an important source of evidence in the overall 

evaluation of the service itself’. Similar to Mehrabian and Russell’s (1974) model, 

Bitner’s (1992) model suggests that the environmental stimuli, the (S) component 

affects the (O) component which in turn affects the (R) component.  
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Bitner (1992) concentrates on the (S) component and indicates that there are three 

physical environmental dimensions that can provide evidence to the customer, Ambient 

conditions, Spatial & Function and Signs, Symbols & Artefacts. Shostack (1977) 

indicated that environmental stimuli are controllable, thus suggesting that Bitner’s 

(1992) three dimensions are controllable. According to Hoffman and Turley (2002, p. 

35), ‘servicescapes or atmospherics have the means of providing the ‘evidence’ that 

assists customers in making subjective evaluations of service products’. Before the 

servicescape had been defined, Kotler (1973) coined the term ‘atmospherics’ to describe 

the intentional control and manipulation of environmental cues in the service 

environment.  

 

Kotler (1973, p. 50) identifies atmospherics as ‘the effort to design buying environments 

to produce specific emotional effects in the buyer that enhances his purchase 

probability’. Milliman (1986) noted that atmospherics is a term used to describe the 

experience that is ‘felt’ but not always seen. McKinney (2004, p. 271) agreed and also 

noted that ‘atmospheric variables are used to create differences in retail environments to 

maintain a competitive advantage’. Wright and Noble (1999) indicated that by allocating 

active attention to the understanding of atmosphere retailers can improve sales. In 

general ‘having atmosphere’, a term often used by customers of services, refers to a 

service environment having a ‘good’ or ‘enjoyable’ environment. Kotler (1973) noted 

that the physical surroundings, the servicescape can evoke pleasant feelings for the 

customer. Atmospherics can evoke a range of emotional reaction and also influence the 

actual nature of the customer-employee interaction (Mehrabian and Russell, 1974, Hui 
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et al., 1997, Foxall and Greanley, 1999, Machleit and Eroglu, 2000, Brown and Lam, 

2008, Ha and Jang, 2012). 

 

Many authors refer to Bitner’s (1992) framework to describe the dimensions related to 

the servicescape. Wakefield and Blodgett (1994, p. 47) make reference to ‘two 

important aspects of the servicescape ‘spatial layout and functionality’, and ‘the 

elements related to aesthetic appeal’. In further research Wakefield and Blodgett (1996, 

p .47) concur with Bitner (1992) and suggest that she ‘identifies three primary 

dimensions of the servicescape that influence customers’ holistic perceptions of the 

servicescape’. Lam (2001, p. 190) indicated that the ‘store environments, the physical 

surrounding of a store, is made up of many elements, including music, lighting, layout, 

directional signage and human elements, and can be divided into external environmental 

and internal environment[that is the external and interior of a store]’.  

 

Hoffman and Turley (2002, p. 35) concurred with Lam (2001) and established that in 

broad terms the servicescape consist of three components, ‘facility exterior, facility 

interior and other tangibles’. Each of Hoffman and Turley’s (2002) components coincide 

with Bitner’s (1992) three dimensions. The conceptual framework, illustrates the 

complex mix of environmental stimuli that can influence the internal response and 

external response of both employees and customers (Bonnin, 2006). Bitner (1992, p. 59) 

indicates that the three dimensions influence important customer and employee 

behaviours, ‘a variety of objective environmental factors are perceived by both 

customers and employees and both groups may respond cognitively, emotionally, and 
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physiologically to the environment’. Bitner (1992) argues that the service setting can 

affect customers’ emotional, cognitive, and physiological responses, which in turn 

influence their evaluations and behaviours.  Aubert-Gamet (1996, p. 27) concurs and 

indicates that ‘the physical stimuli of the environment affect the emotional states of 

individuals, and therefore their behaviour.’  

 

Some have argued for an extension of Bitner’s (1992) three dimensions to include a 

‘social’ dimension (Tombs and McColl-Kennedy, 2003, Hightower, 2010, Nguyen et 

al., 2012). However Bitner (1992) herself focussed on the physical aspects of the 

environment. She (1992, p.58) indicated that ‘a clear implication of the model presented 

here is that the physical setting can aid or hinder the accomplishment of both internal 

organizational goals and external marketing goals’. The three dimensions of Bitner’s 

(1992) framework will be examined in detail before discussing the social aspect of the 

servicescape.  

 

Ambient condition is the first dimension in Bitner’s (1992) framework. The ambient 

conditions are background features such as temperature, air quality, noise, music, 

lighting and odour (Bitner, 1992). Aubert-Gamet (1996, p. 29) indicated that ‘ambient 

factors are background conditions that exist below the level of immediate awareness and 

typically draw attention only when they are absent or unpleasant, for example, 

temperature and noise levels’. Tombs and McColl-Kennedy (2003) suggested that the 

ambient factors parallel Kotler’s (1973) atmospherics factors. Kotler (1973) indicated 

that the five main human sensory channels of sight, sound, scent, taste and touch 
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contribute to the atmosphere of the service. Kotler (1973) and Bitner (1992) are both 

consistent in identifying that the five senses can affect the customer however neither 

author puts emphasis on the factor of taste. Kotler (1973, p. 51) indicates ‘an 

atmosphere is seen, heard, smelled, and felt, but not tasted. At the same time, certain 

artefacts in an atmosphere can activate remembered tastes’.  

 

The service environment is specially designed in its layout for both the employee and 

the customer. Space/function or as sometimes refered to as spatial layout is the second 

dimension of Bitner’s (1992) model. According to Tombs and McColl-Kennedy (2003, 

p. 450) ‘spatial layout and functionality are considered important factors as the spatial 

relationship of items within the servicescape and their ease of use help facilitate the 

provision of the service’. Bitner (1992, p. 66) indicated that ‘special layout refers to the 

ways in which machinery, equipment, and furnishings are arranged, the size and shape 

of those items. Functionality refers to the ability of the same items to facilitate 

performance and the accomplishment of goals’. Lin (2004, p. 168) concurred and noted 

that ‘the furnishings in a servicescape link the space with its occupants and convey the 

personality of the servicescape through form, line,[and] colour.’ 

 

In a shopping environment layout represents the task environment (Iyer, 1989). 

Wakefield and Blodgett (1996, p. 47) suggested that ‘an effective layout will provide for 

ease of entry and exist, and will make ancillary service areas such as concessions, 

restrooms and souvenir stands more accessible’. Lin (2004, p. 168) concurred with this 

and further suggested that ‘the furniture placement may convey a sense of enclosure, 
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define spatial movement, function as walls, and communicate visible or invisible 

boundaries’. 

 

The third dimension ties in closely with layout and function. Signs, symbols and 

artefacts is Bitner’s (1992) third dimension. The third dimension will contain tangibles 

which can be found on both the exterior and the interior of the service encounter. The 

dimension refers to the labels, brand names, name of company, name of department 

store, directions of exit and entry, as well as communicating rules of behaviour and 

implicit meanings (Bitner, 1992). The exterior tangible variables can be storefront, 

marquee, entrance, display windows and the interior tangible variables can include, 

flooring, wall textures and overall cleanliness (Turley and Milliman, 2000). Tombs and 

McColl-Kennedy (2003) indicated that ‘signs, symbols and artefacts are features 

designed into the environment, which provide cues about the service provider to the 

users of the service’. Bitner (1992, p. 66) agreed and indicated that ‘signage can play an 

important part in communicating firms image’. 

 

As noted by Shostack (1977) and Wakefield and Blodgett (1996), the dimensions of the 

environmental stimuli are controllable and help in communicating an atmosphere to the 

customers. ‘The common linkage across all these stimuli is that their presence in a 

consumption setting is purposively planned and they remain under managerial control’ 

(Rosenbaum and Massiah, 2011, p. 475). Within the literature there is growing 

recognition that store interiors and exteriors are controllable and can be designed in such 
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a way to create specific feelings and attract customers (Kotler, 1973, Kearney et al., 

2007).  

 

3.3 Servicescape Elements  

 

As mentioned, the servicescape, which has also been referred to as ‘environmental 

stimuli’ (Mehrabian and Russell, 1974) or ‘atmosphere’ (Kotler, 1973), consists of many 

tangible and intangible elements. Milliman (1986, p. 286) indicated that the atmosphere 

consists of elements such as ‘brightness, size, shape, volume, pitch, scent, freshness, 

softness, smoothness, and temperature’. These elements can be found in Bitner’s (1992) 

servicescape factors or sense modalities of music, colour, lighting, layout or olfaction. 

Lawless (1991, p. 361) noted ‘that any sense modality provides information to an 

organism so that environmental events may be perceived and acted upon’. Herrington 

and Capella (1996, p. 26) concurred and indicated that ‘within service environments 

customers can be exposed to numerous stimuli, all of which potentially affect how 

customers act, what they buy, and their satisfaction with the service experience’. Yalch 

and Spangenberg (1990) suggested that different combinations of the servicescape 

elements can help create different atmospheres. Mattila and Wirtz (2001, p. 287) pointed 

out that ‘designing servicescapes is often considered an art’.  

 

For example, Yalch and Spangenberg (1990) illustrated that restaurants may use bright 

lighting and fast tempo music to encourage rapid turnover when demand for tables is 

high but when demand is low they will use dim lighting and slow music to encourage 
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customers to linger and consume more. Mattila and Wirtz (2001, p. 274) concurred and 

noted that ‘matching ambient stimuli might lead to higher evaluations of the store 

environment, more positive behavioural responses and higher satisfaction level than 

mismatching’. Spangenberg et al. (2005, p. 1583) point out that ‘although environmental 

stimuli have been found to influence shopping behaviour, empirical knowledge of how 

these variables interact to affect shopper perceptions and actions is lacking’. Music is 

the first of the servicescape variables that will be discussed, followed by colour, 

olfaction, lighting and then layout. 

 

3.3.1 Music 

 

From the large number of environmental stimuli, background music has been identified 

as one of the most influential elements (Andersson et al. 2012). According to Turley and 

Milliman (2000, p. 195) ‘music is the most commonly studied general interior cue’. 

Within everyday situations the effects that music can have on our mood is apparent. 

Tansik and Routhieaux (1999, p. 70) note that ‘there is substantial literature that predicts 

that music can have an effect on people’s anxiety or mood state’. ‘Music has been 

known for centuries to have a powerful effect on human response’ (Sweeney and Wyber 

2002, p. 51). Yalch and Spangenberg (1990, p. 33) recognised that ‘music clearly can 

alter one’s mood, as is evidenced by its use in movies to augment various scenes’. 

Listening to favourite upbeat songs in the morning can help lift moods, the opposite can 

also hold true for songs that are perceived as sad. Bruner (1990, p. 94) noted ‘that music 

has long been considered an efficient and effective means for triggering moods’. 
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Sweeney and Wyber (2002, p. 51) concurred and indicated that ‘music is particularly 

known for its effectiveness in triggering moods’. Playing music is like adding a positive 

feature to the service environment and the outcome is a more positive emotional 

evaluation of the service environment (Baker et al., 1992).  

 

Milliman (1982) research was a starting point for the investigation into music and its 

effect on behaviour. Since then music has found to be an important atmospheric variable 

in creating in-store experiences for the customer (Morrison and Beverland, 2003, Lin, 

2010, Andersson et al. 2012). Spangenberg et al. (2005) indicated that it is an 

environmental cue which has been demonstrated to affect consumer behaviour. Dubé 

and Morin (2001, p. 108) point out that ‘in the retail industry, a significant effort has 

been made over the last decade in purchasing background music inclined to please target 

clientele and to create the appropriate atmosphere’. Yalch and Spangenberg (1993) 

suggested that music is a particularly appealing atmospheric element because it is 

relatively inexpensive, easily changed and has predictable appeals to customers based on 

their age, gender and life styles.  

 

Milliman (1982) indicated that it was possible to influence behaviour with music. 

Mattila and Wirtz (2001, p. 276) noted that ‘music is capable of evoking complex 

affective and behavioural responses in consumers’. Music can improve the evaluation of 

the in-store environment; this then can have a positive spin off for how consumers 

approach the store environment (Hui et al., 1997). Spangenberg et al. (2005) concur and 

suggest that ‘musical stimuli are a powerful means of influencing consumers' affective 
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responses in retail environments, thereby influencing evaluations of, and behaviours 

within retail settings’. Tanisk and Routhieaux (1999, p. 70) also reflect upon the effects 

of music in medical service environments, ‘soft or calm music has an especially positive 

effect in reducing stress and anxiety in a variety of environments, including medical 

situations. 

 

Kotler (1973) suggested that the notion that background music can influence behaviour 

is derived from atmospherics. According to Yalch and Spangenberg (1990, p. 32) 

‘music is one of the most frequently used atmospheric factors to enhance the delivery of 

services to customers’. Chebat et al. (2001, p. 115) suggested that ‘retailers often use 

background music in order to enhance the atmosphere of their stores’. Combined with 

other environmental stimuli music can establish a certain ambience or atmosphere 

(Milliman, 1986, Yalch and Spangenberg, 1990, 2000, Oakes, 2000, Chebat et al., 2001, 

Dubé and Morin, 2001, Lin, 2010, Morrison et al. 2011). Morrison and Beverland 

(2003, p. 78) note that ‘classical music used in conjunction with soft lighting and 

multiple salespeople helps create a prestigious image in a retail setting’. 

 

Many authors note that music must ‘fit’ in with its environment in order to create a 

desired atmosphere (Chebat et al., 2001, Dubé and Morin, 2001, Morrison and 

Beverland, 2003, Beverland et al., 2006). Chebat et al. (2001) noted that ‘music fit’ was 

as an important concept, ‘music fit’ refers to the degree that the music suits the 

environment. Morrison and Beverland (2003) indicate that ‘music fit’ is a complex and 

evolving concept. Baker et al. (2002) agreed and noted that ‘fit’ concerns the 
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congruency between music and other atmospheric in store variables, such as colour and 

lighting. Beverland et al. (2006) indicated that ‘fit’ between a stores atmospherics and a 

stores image is crucial. Chebat et al. (2001, p. 122) concurred that ‘pleasant music is not 

sufficient to help salespersons; it may even hinder their persuasive efforts if the music is 

considered as not fitting to the sales encounter’. Music needs to be used strategically in 

an effort to ensure ‘fit’ for the stores image (Dubé and Morin, 2001, Lin, 2010). Yalch 

and Spangenberg’s (1993) research showed that consumers may spend more money and 

buy more when the music closely fits or matches the musical tastes of the shoppers.  

 

Research has indicated that certain music types are more appropriate for certain stores 

then others and a mis-match of music with store image can have negative affects 

(Machleit and Eroglu, 2000, Yalch and Spangenberg, 2000). Morrison and Beverland 

(2003, p. 78) indicated that a ‘mismatch between store type and experiential strategy, 

including the use of music, could have negative affects on consumers’. From their study 

Morrison and Beverland (2003, p. 82) identified the ‘importance of a multilayered fit 

between in-store music, the stores strategic approach, and its environment’ 

 

Kellaris and Kent (1991) noted that music is not a one-dimensional stimulus but rather a 

multidimensional or multilayered stimulus. Bruner (1990, p. 94) agreed and indicated 

that ‘music is not simply a generic sonic mass, but rather a complex chemistry of 

controllable elements’. Oakes (2000) developed a framework to identify these 

controllable elements. Oakes (2000) named the framework the ‘Musicscape’ model. The 

model identifies the effects of music on customer feeling states. See figure 3.2.  
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Figure 3.2 Musicscape Model 

Source: Oakes (2000, p. 540) 
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The framework is similar to Bitner’s (1992) servicescape model. Oakes (2000) 

model looks at just one of Bitner’s (1992) ambient conditions, music and its many 

components that affect approach-avoidance behaviour. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3 Music, Cognitive Processing, Emotional States and Approach-

Avoidance Behaviours 

Source: Sweeney and Wyber (2002, p. 52) 
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Bitner (1992) indicated that music is one of the key ambient conditions of the 

servicescape. Oakes (2000) model describes in detail the complex elements of music 

itself. The model looks at the independent variables and valence moderators that 

affect the internal response which in turn affects the behavioural outcomes (Oakes 

2000). Similarly to Bitner’s (1992) model, Oakes (2000) model provides a visual 

framework and identifies the elements and their relationships that other studies have 

concentrated on. For example Yalch and Spangenberg (2000) researched music 

familiarity, Herrington and Capella (1994, 1996) researched how music effects the 

service environment, Kellaris and Kent (1992) researched time estimations and 

Bruner (1990) researched music, moods and marketing. The framework also 

highlights elements that have not been concentrated on such as harmony or social 

class.  

 

It is imperative in the retail sector that managers are aware of the music’s influence 

and its effects on customer’s approach-avoidance behaviours. It is essential due to 

music being a controllable variable (Shostack, 1977). Milliman (1986) concurred and 

noted that each of the servicescape variables are controllable but some variables, 

such as music, are considered more controllable then others. Music can range from 

‘from loud to soft, fast to slow, vocal to instrumental, heavy rock to light rock and 

classical to contemporary urban’ (Milliman 1986, p. 286). Kellaris and Kent (1992, 

p. 368) noted that ‘variations in musical modality can sculpt the stimulus 

environment and influence changes in listeners’ feeling states’. Herrington and 

Capella (1996, p. 27) agreed and indicated that ‘shoppers behaviour tends to differ 

according to the type of music played’. 
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Oakes (2000) suggested that different aspects of music such as tempo, volume, and 

familiarity can shape internal responses. Herrington and Capella (1996, p. 28) 

concurred and suggested that there is ‘some evidence to suggest that tempo, volume 

and other structural characteristics of background music influence behaviour’. Oakes 

(2000) indicated that tempo is most often researched due to its quantifiable 

composition. The musical factor of tempo will be looked at first followed by volume 

and pitch, demographics and familiarity. 

 

3.3.1.1 Tempo 

 

According to Bruner (1990, p. 102) ‘tempo is the speed or rate at which a rhythm 

progresses’. Oakes (2000) agrees and notes that music tempo is the most commonly 

researched area of music due to its relative ease of comparability. ‘Tempo is an 

important time-related variable since it controls the pace or ‘spacing’ of sounds’ 

(Kellaris and Kent 1991, p. 243). Through the use of a metronome, the number of 

beats per minute (BPM), the tempo, can be monitored or varied for the music (Oakes 

2000).Within the literature slow tempo and fast tempo have been given different 

BPMs. In general the guideline has been set at around 72 BPM or less for slow 

tempo and 92 BPMs or more for fast tempo music (Milliman, 1982, 1986, 

Herrington and Capella, 1994, Oakes, 2000, Sweeney and Wyber, 2002). 

 

Herrington and Capella (1996, p. 27) noted that ‘faster tempos and higher volumes 

add to the complexity of the environment, thus increasing the level of information to 

be processed.’ Information processing relates to the ‘information rate’ which the 

Mehrabian and Russell (1974) model uses as a means of measurement on the S 
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component. As noted by Donovan and Rossiter (1982) the level of complexity can 

affect the consumer’s internal response. Increasing information generally relates to 

an increase in arousal which in turn may affect Approach-Avoidance behaviour 

(Mehrabian and Russell 1974). Kellaris and Kent (1992) agreed and noted that music 

has the ability to fill a time interval with stimulus information. From their study 

Kellaris and Kent (1991, p. 246) found that tempo had a ‘positive main affect on 

evaluations of music’s arousingness and on behavioural intent’. Morrison and 

Beverland (2003, p. 78) concurred and noted that ‘fast paced classical and slow 

popular music can induce perceptions of service quality and pleasure in people, 

which along with merchandise quality can have a positive effect on approach 

behaviour’. 

 

Chebat et al. (2001, p. 117) indicated that ‘because of the ambiguous nature of 

soothing music, we can hardly conclude if slow tempo enhances more cognitive 

activity than fast tempo’. However, within the literature the effect of fast and slow 

tempo on customer behaviour has received mixed reactions from authors. Milliman 

(1982, p. 90) indicated that ‘the tempo of instrumental background music can 

significantly influence both the pace of in-store traffic flow and the daily gross sales 

volume purchased by customers’. On the other hand Herrington and Capella (1996, 

p. 35) found that ‘the tempo and volume of the background music did not 

significantly influence the shopping time or purchase amount of the sample of 

shoppers’. Herrington and Capella (1996) noted that Milliman’s (1982, 1986) 

research may have been inconsistent as it did not take into consideration other 

musical characteristics such as musical preference, musical style, key, mode. In 

order to overcome these differences Herrington and Capella (1996) used a digital 
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musical sequence, which allowed them to hold, volume, key pitch and other musical 

characteristics constant. Overall Kellaris and Kent (1991) noted that tempo appears 

to be an important influence on responses to music.  

3.3.1.2 Volume and Pitch 

 

Kotler (1973, p. 51) indicated that the main ‘aural dimensions of an atmosphere are 

volume and pitch’. Oakes (2000, p. 543) suggested that ‘background musical volume 

is likely to be musical variable which is easiest to modify for mangers operating 

within service environments’. Similarly to tempo, volume can easily be measured 

and controlled. Within their research Herrington and Capella (1996) used a decibel 

meter to measure the levels of loud and soft music. Oakes (2000) notes that within 

the literature few studies have actually used a decibel meter and this can lead to 

unquantifiable measure of volume. 

 

Herrington and Capella (1996, p. 27) noted that ‘slower tempos and lower volumes 

tend to make retail patrons shop or eat at a more leisurely pace and in certain 

instances spend more money than faster tempos and higher volumes’. However 

Harrington and Capella (1996) found that shopping time increased with customer 

preference towards the background music regardless of the volume. This contrasts 

with Smith and Curnow (1966) study on music that identified that loud music made 

shoppers shop for shorter periods of time, however there was no decibel measure 

used to quantify the measure of volume. Oakes (2000, p. 543) notes that  ‘it is not 

clear whether mere disliking of loud music is the critical factor producing longer 

estimates, or whether the higher decibel level itself is causing the response’. 
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According to Kellaris and Kent (1991, p. 243) ‘modality is an important pitch related 

variable since it provides the basic framework within which pitches are organised to 

form melodies and harmonies’. Oakes (2000) suggested within his framework that 

harmony is an important part of the composition along with tempo and volume. 

Kellaris and Kent (1992, p. 368) noted that ‘variations in musical modality can 

sculpt the stimulus environment and induce changes in listeners’ feeling states. 

Kellaris and Kent (1991, p. 243) suggested that ‘in general major keys tend to be 

associated with positive thoughts and feelings and minor keys with negative thoughts 

and feelings’. There are also atonal modalities; these are neither major nor minor 

keys and each has its own aesthetic character (Kellaris and Kent, 1991).  

 

3.3.1.3 Music Demographics 

 

Oakes (2000, p. 540) indicates that although demographic factors have not been a 

main focus in past studies, ‘their presence within the Musicscape framework 

acknowledges their mediating influence’. Oakes (2000) particularly looked at age, 

gender and social class as influencing variables. Yalch and Spangenberg (1993, p. 

632) noted that musical preference varies according to age, they suggested that 

‘teenagers usually listen to rock music’ and ‘older professional adults may prefer 

classical music’. Mehrabian and Russell (1984) indicated that in general males and 

females respond differently to similar environmental stimuli. In their research, 

Andersson et al. (2012) found that females reacted differently in a no-music 

condition compared with males. They found that the degree of approach behaviour 

was moderated by gender. 
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Through the use of environmental dimensions such as music stores can attract or 

drive away unwanted customers. Bitner (1992) noted the use of elevator music in a 

7/11 store to drive away the youthful market segment that had been detracting from 

the stores image and atmosphere. Herrington and Capella (1994, pp. 51-52) 

remarked on the limited apparel stores use of music and suggested that they used 

‘popular contemporary background music in an effort to attract a certain segment of 

the apparel-buying market (e.g. young, fashion conscious women)’. Yalch and 

Spangenberg (1993, p. 632) note that ‘managers expect store music to be more 

effective when tailored to the listening preferences of the demographic segment’. 

Herrington and Capella (1994, pp. 57-58) indicated that to ‘determine the most 

appropriate background music, a retailer must carefully define the selected target 

market and the specifics of this market including age, income, education, 

gender...and familiarity with the music’. 

 

3.3.1.4 Music Familiarity 

 

Familiar and unfamiliar music tends to particularly impact customers perceived time 

spent within a service setting. Yalch and Spangenberg (2000, p. 141) found that 

‘familiar music, relative to unfamiliar music, may cause individuals to spend less 

time shopping but perceive themselves as spending more time’. Bailey and Areni 

(2006, p. 195) also found that ‘familiar music reduced duration compared to 

unfamiliar music’. The longer perceived spending time when listening to familiar 

music may exist due to more information being stored when listening to music that is 

familiar (Kellaris and Kent 1992). Yalch and Spangenberg (2000, p. 142) suggest 
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that ‘it is expected that individuals listening to familiar music will be more aroused 

and spend less time shopping than individuals listening to unfamiliar music.’  

 

However, from their findings Sweeny and Wyber (2002) contradicted previous 

research and suggested that familiarity of the music did not add any clarification in 

explaining consumers’ emotional states and cognitive process. Familiar music can 

sometimes be disliked by consumers and unfamiliar music liked. Sweeney and 

Wyber (2002, p. 62) findings suggested that ‘consumers’ liking to music played a 

major role in explaining consumers’ emotional states and cognitive processes’. 

Kellaris and Kent (1992, p. 368) indicated that ‘there may be a tendency to devote 

more attention to liked music or to retain more information’. Sweeney and Wyber 

(2002, p. 64) indicated that ‘musical liking is far more important than considering 

what they [consumers] are familiar with’. 

 

From previous research there is evidence to suggest that music is an important factor 

in a service environment and that its impact on the consumer can affect their 

approach-avoidance behaviour. However Herrington and Capella (1996, p. 26) noted 

that ‘knowledge of musical effects remains somewhat limited’. There has been 

conflicting research, particularly in the areas of tempo and volume. Morin et al. 

(2007, p. 116) noted that ‘despite evidence that music influences various service 

components, which combine to shape service outcomes, as well as these outcomes 

proper, the mechanisms by which music operates remain under researched’ and 

called for further research.  
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Music and its varying components whether they are viewed in isolation or together 

play an important role on the service atmosphere, perceived length spent in the 

service and on the customer’s internal response. Also it is inevitable that consumer 

response to music within a service environment may be influenced by the other 

elements, e.g. colour, décor, lighting and layout (Oakes 2000). There is a need for all 

atmospheric variables to be researched together (Milliman, 1982). Babin et al. (2003) 

emphasised the need for further research when they indicated that the possibility 

exists that colour may interact with other ambient characteristics, such as music and 

may alter consumer reactions to a store. Colour is the next element that will be 

investigated. 

 

3.3.2 Colour 

 

‘Colour is a key element in the environment for the human and other species and, 

from an evolutionary perspective, the ability to discriminate colours and tendencies 

to approach some and avoid others can be essential for survival.’ 

Crozier (1999, p. 6) 

 

Colour has been suggested as one of the most obvious visual cues in a servicescape 

(Lin, 2004). Crowley (1993) pointed out that though it is a pervasive part of 

everyday life that it existence tends to be taken for granted. It plays a vital part in the 

service environment that should not be ignored. Kotler (1973) noted that 

atmospherics should create a positive feeling and help soothe the customer. Retailers 

have traditionally used colour to portray an image or create a desired positive 

atmosphere (Bellizzi et al., 1983). Madden et al. (2000, p. 92) indicated that ‘colour 
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influences both human behaviour and human physiology’. Nitse et al. (2004, p. 900) 

further suggested that ‘colour is actually a sensation just like touch’. The colour of a 

firm’s physical environment often makes the first impression; it can be seen on their 

brochures, business cards, online, the exterior and the interior of the faculty 

(Crowley, 1993; Gorn et al., 2004). 

 

For retailers there has been little research on the impact of colours and a considerable 

amount has been borrowed from interior design and other literature. Funk and 

Ndubisi (2006, p. 42) noted that ‘the colour literature is vast and highly fragmented’. 

However similar to music, marketers are conscious of the impact that colour can 

have on customer’s moods. Both customers and retailers are generally aware that 

some colours are considered warm and uplifting and other colours are cooling and 

refreshing. Grossman and Wisenblit (1999, p. 80) noted that ‘marketing practitioners 

have used the association of arousal for warm and calming for cool colours in retail 

settings.’ One example is the use of the colour red in casinos to stimulate gambling 

(Grossman and Wisenblit, 1999). The choice of colours within a service setting is 

essential in establishing a suitable atmosphere for that particular service. As Funk 

and Ndubisi (2006, p. 41) noted ‘colour can stimulate interest and subsequently 

increase the buying power’. 

 

It is commonly accepted that colours can possess emotional and psychological 

properties (Madden et al., 2000). In service environments colour can be used to 

attract or draw the customer in and gain attention. Aslam (2006, p. 15) agreed and 

suggested that colour ‘induces moods and emotions, influences consumers’ 

perceptions and behaviours’. Danger (1968) noted the effects that bright and dark 
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colours can have on temperature control. Whilst Bellizzi et al. (1983) pointed out the 

effects that colour can have on moods, warm colours such as red, yellow or orange 

were more exciting and cool colours such as blue and green were more relaxing. The 

colour blue for example is perceived as a cooling colour and is often used in 

bathrooms to create a relaxing pleasant environment. It is important to note that what 

draws or attracts a customer into a service environment may differ to what attracts 

them to stay within the service environment. Generally customers are more drawn in 

by warm colours however red retail environments were found to be unpleasant, 

negative, tense, and less attractive than cool colour environments (Bellizzi and Hite, 

1992). 

 

Bellizzi et al. (1983, p. 22) noted two concepts in retail store design; ‘the concept of 

approach orientation and physical attraction’ Bellizzi et al. (1983, p. 22) indicated 

that ‘approach orientation of colour is defined as the power of stimulus colour to 

encourage attention during and after exposure to this stimulus’. Research has shown 

that some colours evoke an approach tendency whilst other colours encourage 

avoidance behaviours (Babin et al., 2003). Physical attraction is described as the 

attention getting power (Bellizzi et al., 1983). McDonalds is a prime example of a 

service environment that uses physically stimulating vibrant red and yellow colours 

on their exterior to attract customers into the environment.  

 

Danger (1968) suggested that warm colours such as red, yellow or orange are 

impulsive, emotionally arousing colours and should be used for attracting attention. 

Interestingly McDonalds also use the same overloaded colour scheme in their 

internal environment. Bellizzi et al. (1983) indicated that warm colours can be 
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irritating and that retailers must be careful not to bombard the customer with over 

loaded stimulated colours as this can cause avoidance behaviour among them.  

 

However, McDonalds is a fast food restaurant that does not want their customers to 

stay for a long time in the service environment. Their choice of bright yellow and red 

interiors is excellent, as it discourages customers to stay in the environment. Within 

an upmarket restaurant setting these vibrant colours could have a negative impact on 

the customer’s decision to stay within the environment. Bellizzi et al. (1983, p. 32) 

indicate how the impact of colour can affect the behaviour ‘too much excitement and 

attraction can lead to shopper avoidance of uncomfortable environments’. The 

connection between the ambient condition of colour and approach-avoidance 

behaviour is clearly indicated in Bitner’s (1992) model. 

 

Crozier (1999) noted that when colours are talked about they are generally discussed 

in terms of reds, blues, greens and other colours. However these terms only refer to 

one of the three basic properties of appearance and that is hue. Bateson and Hoffman 

(1999, p. 143) identified ‘the psychological impact on colour on individuals is the 

result of three properties, hue, value and intensity’. Much can depend on the strength 

of the hue. Hue refers to the family that a colour belongs too, such as red, blue, and 

yellow and corresponds to the wavelength of light (Crozier, 1999). Crozier (1999, p. 

7) noted that ‘blue and green are at the low wavelength end of the spectrum and red 

and orange at the high end’. Janssen et al. (2004) concurred and further indicated that 

hue is the pigment of the colour. The strength of a hue can determine its affects or its 

associations with emotional feeling. For example, blue can be associated with 

emotions ranging from sedate tranquillity to suppression of feelings (Bellizzi et al., 
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1983). Cool, short wavelength colours are generally preferred to warm, long 

wavelength colours (Babin et al., 2003). 

 

Value defines the lightness or the darkness of the colour, these are generally known 

as the tints (lighter values) or shades (darker values) of the colour (Bateson and 

Hoffman, 1999). Crozier (1999, p. 7) noted that value is also a ‘function of the 

energy of the light source and corresponds to the amplitude or height of the wave. 

Intensity, saturation or chroma all refer to the apparent clarity or purity of the colour 

(Crozier, 1999; Bateson and Hoffman, 1999). Funk and Ndubisi (2006, p. 44) 

suggested that ‘chroma is not independent of value as marked changes in amplitude 

will affect the purity of the hue, and the three accounts for colour and attractiveness’. 

Janssen et al. (2004) indicated that chroma is also the proportion of pigment within 

the colour. Crozier (1999, p. 7) point out that chroma ‘is associated with the 

complexity of the light wave, in that a light wave that is composed of only a few 

different wavelengths will appear most saturated and least diluted’. 

 

Colours can generally be classed into two categories, or two hues that represent 

warm colours and cool colours (Hyodo, 2011). Crozier (1999, p. 6) noted that ‘a 

substantial body of research suggests that the rank order of preference for hues - 

blue, red, green, violet, orange, yellow - emerges with some degree of consistency’. 

These colours are the colours that can be viewed as wavelengths of visible light and 

can be ordered from long to short wavelengths as follows red, orange, yellow, green, 

blue and violet (Crowley, 1993). Research indicates that there is no one preference 

for cool or warm colours. However Crozier (1999) noted that blue in particular is 

regularly preferred to other hues. Mehrabian and Russell (1974) also found that 



126 

maximal pleasure associated with colours was found in the blue and green regions of 

the visible spectrum. Bellizzi et al. (1983, p. 26) remarked that ‘preference for blue is 

thought to indicate well controlled emotions and behaviour’. Bellizzi and Hite (1992) 

observed that blue produced more positive outcomes then red. The meanings that are 

associated with blue and the other visible colours of the spectrum can be seen in 

table 3.1. 

 

Crowley (1993) noted that ‘different effects an associations engendered by various 

colours of stimuli have been found consistently in psychological research’. Lewison 

(1991) identified six colours and classed the perceptions of the colours within the 

two hues of warm and cool colours. These six colours coincide with Crozier’s (1999) 

six identified preferred colours. Bellizzi et al. (1983, p. 25) indicated that ‘blue is the 

coldest of the cool colours, and is near the opposite end of the spectrum from red, the 

hottest colour’. ‘This visible spectrum is but a small part of the total spectrum of 

wavelengths’ (Crowley 1993, p. 60). 

 

Lin (2004, p. 168) indicated that ‘research has shown that different colours stimulate 

varying personal moods and emotions’. Danger (1968) It would appear that colour 

associations are tied in with psychological effects and that colours have numerous 

association (Danger 1968, Crozier 1999). Crowley (1993, p. 60) concurred and 

observed ‘that certain colours, especially red, are more physiologically and 

psychologically activating than other colours’. As can be seen in Table 3.1, colours 

can be perceived as having many different meanings, feelings or emotions and 

clearly can have some impact on mood.  
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Bateson and Hoffman (1999) noted that despite their psychological effects different 

combinations of these warm and cool colours can create many varied, relaxing yet 

stimulating atmospheres. Retail shops could enhance approach behaviour through 

using bright warm colours such as red, orange or yellow on the exterior. Warm 

colours could attract the customers in, once in the shop the interior design of the 

shop could have more calming cool colours, thus maintaining the approach 

behaviour through having a pleasant yet arousing atmosphere. Donovan and Rossiter 

(1982, p. 56) concur with Bateson and Hoffman (1999) and further indicated the 

affects on behaviour in that ‘the correct emotional combination of pleasantness and 

arousal created by store atmosphere can stimulate shopping behaviour within the 

store’.  
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     Warm Colours       Cool Colours 

 

RED   YELLOW  ORANGE  BLUE   GREEN  VIOLET 

 

Love    Friendliness  Sunlight  Coolness  Coolness  Coolness 

Romance  Warmth  Warmth  Aloofness  Restfulness  Shyness 

Courage  Brightness  Openness  Calmness  Peace   Dignity 

Danger   Openness  Friendliness  Masculinity  Freshness  Wealth 

Cheerfulness  Happiness  Happiness  Assurance  Growth   

Excitement  Sunlight  Glory   Sadness  Softness   

Warmth        Fidelity  Richness   

Enthusiasm           Go 

Stop  

 

 

Table 3.1 Perceptions of Colours 

Source: Lewison (1991, p. 277) 
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Bellizzi and Hite (1992) investigated the role of colour to induce moods or feelings 

that may subsequently induce behaviour or behavioural intentions. Their research 

followed on from Bellizzi et al. (1983) study, which identified an evaluation link and 

concluded that customers view red as more negative and unpleasant than blue but 

equally arousing, (Bellizzi and Hite, 1992). Bellizzi and Hite (1992) found that 

customers act more favourably in a blue environment in retail settings. Verhoeven et 

al. (2006) concurred and noted that with in the healthcare setting; blue environments 

alleviated anxiety, improved emotions and give an improved perceived service 

quality. Bellizzi and Hite (1992) also found that warm coloured backgrounds seem to 

be more attention grabbing and attract people to approach the store. Bellizzi et al. 

(1983, p. 39) noted that subjects may be ‘physically drawn to warm colours but feel 

warm colour environments are generally unpleasant’. Bellizzi et al. (1983) found that 

subjects rated cool coloured store environments as more pleasing and attractive than 

warm coloured store environments. 

 

From their research Bellizzi and Hite (1992, p. 357) noted that ‘subjects in the blue 

environment expressed a greater intention to shop, browse and buy’. However 

Bellizzi and Hite (1992) note that their findings were based on an experimental study 

and that caution must be taken in generalising the research. Bellizzi and Hite (1992) 

determined that colours influence people’s emotional pleasure stronger then arousal 

and found that customers reacted more favourably to ‘cool’ store interiors. Their 

findings also suggest that store colour is important in understanding customer 

behaviour (Babin et al., 2003).  
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It is also worthwhile to note that the meanings associated with colours can vary from 

one culture to the next. Grossman and Wisenblit (1999, p. 83) noted that ‘cultures 

may adapt similar or different meaning to colours’. The way people learn to 

associate meaning with different colours needs to be considered, for example the 

‘funeral colour in the west is black, and in the east is white’ (Kotler, 1973, p. 52). 

Within the western societies black is perceived as a morbid colour and could evoke 

feelings of unhappiness and unpleasantness. Meanwhile in Indian culture black is 

associated with dullness and stupidity (Grossman and Wisenblit, 1999). Funk and 

Ndubisi (2006, p. 42) illustrated that ‘white has been associated with peace and 

purity and red the colour of blood representing strength, health and passion’. 

Grossman and Wisenblit (1999) noted that in the west red is associated with love but 

in china it suggests ambition and desire. Aslam (2006) suggest that a dynamic 

culture-sensitive approach in colour research and its strategic use will help predict 

purchasing behaviour. 

 

‘Overall, while it is seen that colors do have an effect on mood, this effect varies by 

context and subject’ (Hyodo, 2011, p.864). Crowley (1993, p. 59) observed that ‘the 

psychological effects of colour have received some attention in the consumer 

behaviour literature’ however ‘knowledge of these affects is limited at best’. From 

the studies described above the colour blue has consistently shown strong evaluative 

appeal. On the other hand the colour red consistently emerges as the most activating 

yet is one of the least preferred colours in an evaluative sense. Crowley (1993, p. 67) 

noted that ‘the evaluative responses to a colour can be quite different from the 

activation effects of colour’. These emerging colour patterns suggest that further 

research would be beneficial in understanding the affects of colours on approach-
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avoidance behaviour. The next element to be looked at is lighting. Lighting and 

colour have often been researched together (Spies et al., 1996, Babin et al., 2003). 

 

3.3.3 Lighting 

 

Areni and Kim (1994) indicate that only a small subset of Kotler’s (1974) in-store 

variables have been studied empirically. As previously noted, music and colour to 

date have been the most researched variables. Though there has not been much 

research conducted on lighting, it has been considered an important component of 

store atmosphere since Kotler’s (1973) study (Mehrabian and Russell 1974, Spies et 

al. 1996). Steffy (1990) and Ching (1996) indicated that lighting influences the 

perceptions of space, volume, form, texture and colours. People’s awareness of 

lighting can influence their perceptions about the stores environment (Lin, 2004). 

Summers and Hebert (2001, p. 145) indicated that ‘a more appealing store with 

better-illuminated merchandise may entice shoppers to visit the store, linger, and 

hopefully make a purchase’. Hasty and Reardon (1997, p. 281) agree and 

recommend that ‘lighting should match the mood the retailer is attempting to create 

with the rest of the store décor’.  

 

In past research lighting has been associated with colour and both elements have 

been researched together. Babin et al. (2003, p. 542) focussed on colour and lighting 

interaction and suggested that ‘certain combinations of lighting and colour fit better 

(are assimilated more easily) into specific categories’. As with the other stimuli 

discussed the fit or congruency of lighting with the environment is important. Nitse 

et al. (2004) indicated that lighting can affect the colour of an object or the 
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merchandise. Similarly to colour, retailers use information from interior design and 

architecture literature to understand the benefits or effects that different lighting can 

have. Unlike music and colour there is no existing model for the effects of lighting 

on behavioural intentions. 

 

Retailers use many different types of artificial lighting to create their desired 

atmospheres. Natural sunlight is also used to create desired atmospheres. Gifford 

(1988, p. 178) noted that ‘human activity levels should generally increase in day 

time or in bright lights; as light dims, activity should slow down.’ However the 

creation of artificial lighting has allowed more activity to occur at nightfall (Gifford, 

1988). Retail stores can use fluorescent lights, halogen/quartz bulbs, and 

incandescent lights to create an atmosphere. Diamond and Pintel (1996, p. 299) 

recognise that ‘incandescent lights has been the mainstay for visual lighting for many 

years’. Hasty and Reardon (1997) note that fluorescent lighting frequently build up 

blues and purples and can help bring out colours. Gifford (1988) noted that lower 

light levels are associated with an increase in intimacy. Each of the different lights 

can create or deliver a different look or feel to the merchandise. When applied with 

other ambient factors such as, music or colour, lighting can have significant 

implications for a stores atmosphere.  

 

Steffy (1990) indicated that environments in which lighting complements other 

environmental stimuli are perceived as more pleasant. Baker (1994) notes a store 

described as having a combination of bright, fluorescent lights (soft incandescent 

lights) and popular (classical) background music causes consumer reactions with a 

discount (prestige) image. Yalch and Spangenberg (2000, p. 140) concurred and 
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indicated that ‘a manager might choose classical music, subdued colors, elegant 

perfumes, cool temperatures, sparsely displayed merchandise and low lighting to 

project an upscale image’. ‘Lighting can help achieve the overall image’ that the 

store is trying to project (Hasty and Reardon, 1997, p. 281).  

 

Depending on the service environment it is important to note the arousing effects of 

lighting. Mehrabian (1976, p. 89) indicated that lighting is an extremely important 

variable of the environment because ‘brightly lit rooms are more arousing then dimly 

lit rooms’. In a high class restaurant, dim lighting is appropriate in creating an 

intimate environment (Gifford, 1988). In stores such as McDonalds or Burger King 

bright lighting is appropriate in creating an atmosphere coherent with the fast paced 

lifestyle it portrays. Hasty and Reardon (1997, p. 281) concurred with Mehrabian 

(1976) and emphasised that lighting ‘is an integral part of the store’s interior and 

exterior design’. Lighting can be used to highlight merchandise or sculpt an 

environmental space in order to capture an atmosphere suitable for the store (Levi 

and Weitz, 2004). Levi and Weitz (2004, p. 611) suggest that ‘having the appropriate 

lighting has been shown to positively influence customer shopping behaviour’. 

However too little or too much lighting or even the wrong type of lighting can create 

false impressions about the merchandise and create an opposite image to the desired 

(Hasty and Reardon, 1997).  

 

Areni and Kim (1994, p. 118) noted illumination of store design has received little 

attention and ‘that its effects on consumers has yet to be examined empirically’. 

Summers and Hebert (2001) concur and noted that though the importance and 

benefits of lighting are generally acclaimed for retail environments, very few 
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empirical retail lighting studies have been conducted. Of the few research studies 

that that have been conducted there are inconsistencies. Summers and Herbert (2001, 

p. 149) findings suggest that ‘light levels do contribute to consumer approach 

behaviour’. Their findings also suggest that changing in store lighting may achieve 

an increase in general consumer involvement. However Cuttle and Brandston (1994) 

findings are conflicting. They looked at two stores within their research. One stores 

lighting clearly influenced customers but for the other store there was no consistent 

trend to be found in the lightings affects. Variation within the research clearly 

demonstrates the need for further research in lighting and its effects (Areni and Kim, 

1994, Summers and Hebert, 2001).  

 

3.3.4 Olfaction 

 

The sense of smell is active all the time; we breathe, therefore, we must smell. 

(Toller et al., 1985, p. 5) 

 

Ambient scent is odour or olfaction that is not just emanating from any particular 

object but is to found present in the service environment (Spangenberg et al., 1996). 

Freedman (1993) noted that of all the senses, olfaction provides the most direct link 

to the environment. Marketers are aware of this link and use olfaction in consumer 

settings such as retail stores or shopping centres as a stimulus in the external 

environment (Donovan and Rossiter, 1984). It is important to note the many 

different titles given to odour, olfaction, smell, scent, ambient scent or odour. One 

reason behind the many differences lies in its place of origin. For example in the 

USA/Canada it most commonly referred to as odor, olfaction or ambient scent 
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(Henion, 1971; Knasko et al., 1990; Chebat and Michon, 2003; Spangenberg et al. 

2006). In Europe it is often referred to as odour or scent (Aggleton and Waskett, 

1999; Bosmans, 2006). For consistency it will be referred to as olfaction, unless 

specific papers are being cited. 

 

Mitchell et al. (1995, p. 229) noted that the ‘beliefs in the power of ambient odor to 

affect consumers thoughts and ultimately their behaviour have relied largely on 

intuition rather than empirical findings’. To date there has been a significant body of 

research on the effects of olfaction on human physiology and psychology (Bone and 

Ellen, 1999, Turley and Milliman, 2000). In contrast Orth and Bourrain (2005) noted 

that there has been limited research on the effects of olfaction on consumer 

behaviour. Compared with the other sense of vision and hearing, the sense of smell 

is an under researched topic (Morrin and Ratneshwar 2000). Even Mehrabian and 

Russell (1974) did not pay much attention to olfaction. Due to its lack of research 

olfaction has surrounded itself with an air of mystery. Davies et el (2003, p. 613) 

indicated that the ‘notion of smell as ‘mysterious’ is perhaps in part generated as the 

result of our limited knowledge concerning the complexity of smell reception and 

processing’.  

 

To date much research on olfaction has been in environments such as hospitals, 

housing projects and various types of institutions (Morrin and Ratneshwar, 2000). 

Though there has been limited research, Morrin and Ratneshwar (2000, p. 157) point 

out that ‘the use of ambient scent, or atmospheric odor, as a means to affect human 

behaviour appears to be on the rise’. As Chebat and Michon (2003, p. 537) reveal ‘it 



136 

is probably among one of the least expensive techniques to enhance shoppers 

perceptions’.  

 

Gulas and Bloch (2005) noted that ‘scent’ is relevant to consumption in two ways, 

firstly ‘scent’ is part of the overall ambient environment and secondly ‘scent’ is 

directly associated with the appraisal of the object (Bone and Jantrania, 1992). 

Scents have the potential to create moods, influence feeling states, evoke 

associations from memory and affect product judgment (Ehrlichman and Halpern, 

1988, Bone and Jantrania, 1992, Morrin and Ratneshwar, 2000, Spangenberg et al., 

2006). Bosmans (2006, p. 31) illustrated that ‘retailers have been using scents in the 

marketplace for a long time to influence consumers' buying behaviour and 

satisfaction.’ To date, marketing efforts in the area of olfaction have focused largely 

on its impact on approach avoidance behaviour (Morrin and Ratneshwar 2000). Orth 

and Borrain (2005, p. 140) indicated that ‘many researchers suggest odour 

pleasantness affects moods and mild affective states’. Spangenberg et al. (1996) 

found that ‘pleasant scents’ improved consumer’s ratings of the store environment, 

the store merchandise and increased consumer’s intention to return. However the 

psychological mechanisms underlying the experiential effects of olfaction on 

approach-avoidance behaviour are not entirely understood (Morrin and Ratneshwar, 

2000). As Bone and Jantrania (1992, p. 290) suggest it is over simplifying to state 

that ‘if it smells good-they (consumers) will come’. 
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3.3.4.1 Olfaction Models 

 

Similarly to music, olfaction has a model that is based on Mehrabian and Russell 

(1984) S-O-R model and Bitner’s (1992) servicescape model. Gulus and Bloch 

(1995) indicated that their model, (figure 3.4), is congruent with these larger scale 

models and that it incorporates variables that appear most promising in explaining 

the role of ‘ambient scent’ in influencing consumer behaviour. Davies et al. (2003, p. 

614) concur and indicate that ‘the model attempts to identify the chief factors related 

to individual consumers and their approach-avoidance behaviour’. Davies et al. 

(2003) went on to elaborate the Gulus and Bloch (1995) model. They indicated that 

the Gulas and Bloch (1995) model represents a significant move in developing 

specific considerations of ‘ambient scent’ perception. Due to the complexity of the 

Davies et al. (2003) model, Gulus and Bloch (1995) model is depicted here as their 

model forms the main basis of Davies et al. (2005) extended model. The main factors 

identified in the Gulus and Bloch (1995) model are perceived ambient scent, scent 

preferences and affective responses. 
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Figure 3.4 The Influences of Ambient Scent on Consumer Responses 

Source: Gulus and Bloch (1995, p. 90) 
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The ambient scent must be apparent in the service environment in order to influence 

consumer behaviour (Gulus and Bloch 1995). Gulus and Bloch (1995) note that there 

is much difference in the perception or acuity of olfaction and that much of this 

variation appears to be logical. For example individual characteristics such as age, 

gender, illness and smoking can affect perceived levels of olfaction (Toller et al., 

1985, Hirsch, 1992, Aggelton and Waskett, 1999). Davies et al. (2003) in their 

extended model suggested that ‘perceived ambient scent’ has both conscious and 

unconscious elements. ‘This reflects the possibility of a smell being perceived in a 

pre-attentive manner’ (Davies et al. 2003, p. 621). This may lead to situations where 

consumers respond to olfaction without realising (Davies et al., 2003). 

 

The second factor being considered is scent preferences. Obviously there are notable 

differences in scent preferences among consumers however some generalisations can 

be made. Some smells are particularly considered to be unpleasant; the smell of gas, 

sour milk and decaying vegetation. These smells influence behaviour in obvious 

ways (Lawless 1991). The nastier and the more unpleasant the smell the quicker 

people’s reactions to it (Davies et al. 2003). In these instances scent preferences 

serve as a defensive or warning purpose protecting us from illness or danger (Gulus 

and Bloch, 1995).  

 

Hirsch (1992) noted also that gender and age may influence scent preferences. He 

found that food smells would be more efficient in targeting younger consumers then 

natural smells, such as pine, hay, grass and that the opposite held true when targeting 

an older consumer group (Hirsch, 1992). Gulus and Bloch (1995, p. 91) suggested 

that ‘shared past experiences may help explain age and gender differences in scent 
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preferences’. From their model in figure 3.4 Gulus and Bloch (1995) identify that 

when scent preferences are combined with perceptions of ambient scent that it can 

influence consumer’s affective responses.  

 

Bone and Ellen (1999) developed a similar framework that identifies variables that 

effect consumer’s affective responses. Their framework identifies three primary 

dimensions that are considered important. The dimensions are its presence (or 

absence), its pleasantness and its fit or congruity. The model is called ‘conventional 

wisdom view of olfactory effects’ and portrays these dimensions and their effects on 

consumer behaviour. Figure 3.5 depicts their model. Both models suggest 

frameworks that illustrate the affects that olfaction has on affective responses. Before 

looking at Gulus and Bloch (1995) third variable of consumer’s affective response, 

Bone and Ellen’s (1999) three dimensions will be looked at.  
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Figure 3.5 Olfaction Model  

Source: Bone and Ellen (1999, p. 245) 

Pleasantness 

Presence 

Congruity/

Fit 

Individual 

differences 

Task or 

Context 

Effects 

Mood 

Arousal 

Valence 

(Positive/Negative) 

Approach/Avoidance 

Cognitive Effort 

 

Availability of resources 

 

Elaboration 

(Existence of learning of 

cognitive association) 

Affective Response 

to object 

Evaluation 

Response to object 

Intent 

Behaviour 

 

Time spent 

 

Information search 

 

Choice 



142 

Presence is the first of the three dimensions. Davies et al. (2003) note that ‘scents’ 

are an environmental cue that can be difficult to identify and customers can be 

unaware of a scents influence or presence. However the presence of a smell can 

trigger behaviour (Hirsch, 1992). The more intense ‘the scent’ is the more noticeable 

it is to the consumer. Spangenberg et al. (1996, p. 69) ‘suggest that the relationship 

between scent intensity and affective reactions depend on how pleasing the scent is’. 

Bone and Ellen (1992, p. 249) identified that ‘there are two primary but related 

characteristics of odors: quality and intensity’. Quality refers to its perceived 

pleasantness or unpleasantness and intensity refers to the concentration of ‘the scent’ 

(Mattila and Wirtz, 2001). Spangenberg et al. (1996, p. 69) identified a third 

dimension called ‘its arousing nature (e.g. how likely it is to evoke physiological 

response)’. This first dimension of quality coincides with Bone and Ellen’s (1999) 

variable of pleasantness. Bone and Ellen (1999, p. 249) suggest that ‘the more 

pleasant (unpleasant) the scent the stronger and more positive (negative) the effects 

of moods and evaluations. 

 

Bone and Jantrania (1992, p. 290) indicated that ‘humans perceive scents to have 

only one primary dimension-that of pleasantness’. Orth and Bourrain (2005, p. 140) 

defined scent pleasantness ‘as a scent’s individually and positively evaluated 

stimulation of the olfactory senses’. Knasko (1995, p. 479) found that ‘pleasant 

odors may have some general effects due their hedonic value’. Bone and Jantrina 

(1992, p. 290) also argue that ‘odor effects are hedonic because the area of the brain 

that interprets olfactory stimuli (the hypothalamus) is also the emotion centre of the 

brain’. Ehrlichman and Halpern (1988, p. 770) noted that ‘virtually no mental effort 

is involved in experiencing odor...odors are simply there’. Hirsch (1992, p. 391) 
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concurred and identified that ‘the most powerful impact upon emotions is through 

the sense of smell.’ This makes ‘ambient odor’ an important atmospheric variable to 

study because ‘odors’ have an increased likelihood of producing emotional reaction 

from consumers (Michon et al., 2005).  

 

Mehrabian and Russell (1984) suggest that ambient factors, like olfaction, affect the 

PAD dimensions, the classification of the emotionally responses, which in turn affect 

approach-avoidance behaviour. However Lawless (1991, p. 366) indicated that the 

complexity of the multiplicity of connections and interactions with in the limbic 

system (the part of the brain at the centre of emotions) ‘do not lead themselves to 

simple theories connecting the relationship of smell to specific emotions’. 

 

Aggleton and Waskett (1999) noted that olfaction has been linked to the ability to 

recall strong emotions and both pleasurable and un-pleasurable memories. Morrin 

and Ratneshwar (2000, p. 162) found that ‘pleasant scents improved memory, at 

least in part, through an encoding effect. Encoding refers to the initial acquisition of 

information and involves the amount and depth of processing’. As previously noted 

Mehrabian and Russell (1984) introduced the notion of ‘information load’ to 

measure environmental stimulation (See chapter two). Donovan and Rossiter (1984) 

noted that high or low load environments can affect the emotional states of the 

consumer. However Davies et al. (2003, p. 617) note that ‘as a stimulus, smell is 

more difficult to examine, as responses to the stimulus can be pre-programmed and 

therefore do not need attention (or even much processing) to generate response’.  
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Bone and Ellen (1999, p. 253) specified that ‘olfaction information can be quite 

ambiguous, compared to other cues’. Knasko et al. (1990, p. 1355) concurred and 

indicated that it is not ‘safe to assume that odor exposure by itself is the sole factor at 

play in studies of response to olfactory stimuli.’ Cognition bias may play a role in 

the response to ambient odour. For example, the ability to recognise a lemon scent is 

greater if presented in yellow rather than red form (Bone and Ellen, 1999). Mitchell 

et al. (1995) found that when the ‘ambient odor’ was congruent with the product 

class subjects spent more time processing information. Bone and Ellen (1999, p. 

253) usefully point out that ‘the observed affect of scent pleasantness on mood 

valence, is clearly a case of accessible information being valenced, and in turn, 

affecting consumer’s mood’. 

 

Hirsch (1992, p. 391) noted that ‘judgement as to the pleasantness or the 

unpleasantness of various odours depends too upon who we are and where we live’. 

Similarly Gulus and Bloch (1995) note that age, gender and nationality can influence 

our judgement on the pleasantness of an odour. Davies et al. (2003) indicated that 

gauging what is pleasant and unpleasant, beyond the basic warning smells, is not 

easy and that it is not consistent across cultures. 

 

The third of Bone and Ellen’s (1999) dimensions is fit or congruity. Similarly to 

music and colour, olfaction must fit in with its environment. Mattila and Wirtz 

(2001, p. 285) indicated that ‘environmental stimuli should not be considered in 

isolation, since it is the total configuration of cues that influence consumer response’. 

Bone and Jantrania (1992, p. 290) indicate that ‘the appropriateness of the scent must 

be considered’. ‘Some odors, although generally perceived as pleasant, may be 
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viewed as inappropriate in a particular context’ (Bone and Ellen, 1999, p. 251). The 

proposal that the suitability of the scent may determine its influence on evaluating 

the service environment suggests that ‘odors’ affects are partially dependent on 

cognition (Bone and Jantrania, 1992). Consumers may learn an association between 

the smell and the object or even a place. For example the smell of pine suggests 

cleanliness and the smell of disinfectant is a reminder of hospitals.  

 

Bone and Jantrania (1992) research focussed solely on product scents and it is 

important to note the difference between product scent and ambient scent. As Gulas 

and Bloch (1995 p, 89) most adequately point out ‘unlike product scent, ambient 

scent can potentially influence reactions to all products sold in a given setting, 

including those that would be difficult or inappropriate to add fragrance’. 

Spangenberg et al. (2005, p. 1584) indicated that ‘many retailers have begun to rely 

on ambient scents not associated with any particular product to attract customers and 

influence them once in the store environment’. However research on ambient scent is 

less common then object or product scent (Gulus and Bloch, 1995, Bone and Ellen, 

1999).  

 

3.3.4.2 Affective Responses 

 

Both models suggest that olfaction affects emotions which in turn affect consumer 

responses. Bone and Ellen (1999, p. 244) outline that ‘odors are hypothesized to 

affect consumers by changing approach/avoidance behaviours, altering moods state 

and affecting elaboration’. Gulus and Bloch (1995, p. 93) indicate that ‘affective 

responses to ambient scent are expected to result in approach or avoidance reactions 
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relevant to the consumption situation’. This coincides with the Mehrabian and 

Russell (1974) model and Bitner’s (1992) model. However Bone and Ellen (1999, p. 

250) indicate that ‘evidence of a direct relationship between scent pleasantness and 

evaluative response is mixed’. Michon et al. (2005, p. 577) concur and appropriately 

note ‘using odor as a strategic atmospheric variable is risky because odor effects are 

difficult to predict’. Nonetheless Bone and Ellen (1999) do note that never has a 

pleasant (unpleasant) ‘odor’ have a negative (positive) affect on consumers. 

 

As previously noted atmosphere is multidimensional. Gulus and Bloch (1995, p. 92) 

signify that ‘non-scent characteristics of the environment may influence the level of 

affective responses that would otherwise result from scent alone’. For example the 

effects of a pleasant olfaction may be increased by the presence of pleasant music or 

colour. Gulus and Bloch (1985, p. 92) indicate that ‘the combination of these factors 

may be greater than the sum of the parts’. Knasko (1995) noted that the congruency 

of ‘odor’ with the environment is also extremely important. Bone and Jantrania 

(1992) suggested that the congruity of a products scent with the products attributes 

influences scent reactions. A similar reaction may occur with ambient scent (Gulus 

and Bloch, 1995).  

 

Mitchell et al. (1995) suggested that pleasant ‘ambient odors’ are found to affect 

consumers’ decision making depending on whether the ‘odors’ are congruent or 

incongruent with the target product class. A ‘congruent odor’ would be the smell of 

coffee from a coffee store or the smell of perfumed candles and soaps from a bath 

shop. An ‘incongruent odor’ would be when the smell strongly associated with one 

product class for instance, the ‘coffee odor’, may be presented while the consumer is 
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making a decision about another product class, for instance perfumed candles 

(Mitchell et al., 1995). This can often be the case in shopping centres when the two 

stores are placed beside each other. Gulus and Bloch (1995, p. 92) noted that ‘a 

pleasant scent may not elicit positive affective responses when the scent is 

mismatches with other features of the environment’.  

 

Spangenberg et al. (2006) concurred and suggested that pleasant ambient scents can 

be unsuccessful in their desired affect if they are incongruent with consumers’ 

expectations or preferences regarding a store. Spangenberg et al. (2006, p. 1286) 

found that ‘scent appropriateness or congruity is an important evaluative influence’. 

For example a floral scent that is pleasing in isolation may be viewed as 

inappropriate for a motorcycle dealership (Gulus and Bloch, 1995). 

 

Mattila and Wirtz (2001) empirically demonstrated the effects that music and 

olfaction can have when suited to one another and the environment. They found that 

when the scent of lavender, a low arousal scent, was combined with slow tempo 

music, low arousal music, it led to higher evaluations then using the same scent with 

high arousal music. Also when fast tempo music, high arousal music, was combined 

with grapefruit, high arousal scent, it had a more positive effect on approach 

behaviour then when the music was combined with lavender. Their findings 

indicated that when ‘stimuli in the environment act together to provide a coherent 

atmosphere, the individual in the environment will react more positively’ (Mattila 

and Wirtz, 2001, p. 285). Morrison et al. (2011) conducted research on music and 

olfaction and their research combined high volume music and a vanilla aroma. This 
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resulted ‘in an enhancement of pleasure levels, suggesting a congruency effect’ that 

was similarly to Mattilat and Wiirtz (2001) research (Morrison et al., 2011, p. 562). 

 

Spangenberg et al. (2005, p. 1587) were of the same mind and their findings 

indicated that ‘consistency between an ambient scent and music in a retail setting 

leads to more favourable evolutions of the store, its merchandise and the store 

environment’. Spangenberg et al. (2005) also found that behavioural intentions to 

visit the store are positively affected by the fit or consistency between ambient scent 

and music. Spangenberg et al. (2005) suggested that in some cases when there was 

an inconsistency between the two stimuli that evolutions and behavioural intentions 

are either not affected or negatively affected. Chebat and Michon (2003), Mitchell et 

al. (2005) and Morrison et al. (2011) concurred and indicated that the congruency of 

the olfaction affected consumer decision making and behaviour. 

 

Also important to consider is consumers awareness of olfaction affecting their 

behaviour. Many consumers may be unaware of olfaction in the environment. Davies 

et al. (2003, p. 622) indicated that ‘consumers responding to smell without realising 

can lead to difficulties for retailers and researchers’. The use of olfaction can 

however achieve response without distracting from other stimuli such as colour or 

music. For researchers the fundamental problem exists of how to assess whether a 

response is related to an olfaction stimulus when the consumer is unaware that they 

are actually processing that stimulus (Davies et al., 2003). 

 

Over the years olfaction has received a mixed response within research. Knasko 

(1992, p. 27) specified that ‘research concerning the effects of odor performance is 
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scarce and the findings are contradictory’. Some research has shown that pleasant 

olfaction significantly increased approach behaviours such as lingering time or the 

amount of time spent in stores. Knasko (1995, p. 484) findings suggested that 

‘pleasant environments can improve mood and increase various types of approach 

behaviour’. Knasko (1995) found that respondents in a pleasant room environment 

reported being in a better mood and looked longer at the photographs then in a no 

olfaction condition.  

 

Research has suggested that olfaction increases the number of items purchased or the 

total amount of money spent. Hirsch (1995) found that when in pleasantly scented 

casinos gamblers spent more on slot machines then when it was not scented. The 

actual figure was not identified. However Spangenberg et al. (2006) noted that 

effects of congruent scents on sales are their most important finding as they found 

evidence of the effects of varying scents on actual sales figures. These findings 

suggest that like other environmental stimuli, olfaction can influence approach-

avoidance behaviour and mood. On the other hand, Orth and Bourrain (2005) found 

that scents did not affect consumer stimulation directly and that dispensing pleasant 

scents into retail environments does not necessarily enhance high consumer 

stimulation resulting in exploratory behaviour. Knasko (1995) also indicated that 

within their study, ‘pleasant odors’ did not influence the evaluations of the 

photographs.  

 

Toller et al. (1985, pp. 8-9) noted that ‘we now live in a highly odourised world, 

whether or not we wish it’. Due to this it is important to begin to fully understand the 

effects that olfaction can have on approach-avoidance behaviour. Knasko (1995, p. 
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480) indicated that ‘in general malodors tend to depress mood and approach 

behaviour while pleasant odors tend to improve mood and increase approach 

behaviour.’ However it is difficult to predict how such an ‘odourised’ environment is 

affecting sense of smell (Toller et al., 1985). Listening to high levels of sound can 

damage the sense of hearing; similarly there lies the possibility that constant 

exposure to high levels of scents and artificial scents may alter our sense of smell 

over a lifetime (Toller et al., 1985). 

 

Gulus and Bloch (1995) noted that any research in the area of atmospherics can 

provide vital information and this is particularly true with in the area of olfaction 

which has been largely ignored. For example it is acknowledged that environments 

such as Starbucks and Insomnia recognise the importance of a fresh coffee smell in 

attracting customers. However olfaction has still remained an under-researched 

dimension. There is a much needed call for research and attention in the area of 

olfaction and its affects on consumer approach-avoidance behaviour. As Lawless 

(1991, p. 377) expanded on ‘while the amount of evidence for effects of odors on 

moods and their physiological correlates is mounting, a coherent theory is lacking.’ 

The next element to be discussed is layout and similar to lighting, there has been 

limited work carried out in this area. 

 

3.3.5 Spatial Layout and Functionality 

 

It was Kotler (1973) who began the debate about design, layout and other 

atmospheric devices as influencing factors on consumer behaviour and their 

patronage. Following on, Markin et al. (1976) focused on the ‘retail space’ and 
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highlighted the importance of stimuli in retail space. Bitner (1992, p. 66) indicated 

that ‘because service environments are purposeful environments,...spatial layout and 

functionality of the physical surroundings are particularly important’. Many authors 

have acknowledged the significance of a retail space and layout throughout the 

literature (Spies et al., 1997, Aghazadeh, 2006, Kent, 2007). Kent (2007, p. 735) 

clearly identified that as ‘experiences have become more important, the store 

environment has taken on a greater significance providing space for interactivity, 

socialisation and communication’.  

 

Kent (2007, p. 737) also indicates that the ‘concept of retail space as serving a more 

abstract social purpose concerns the use and design of retail spaces in the store itself, 

and in the extension into the wider shopping environment’. The significance of the 

visual and store layout in creating these social and purpose built service environment 

is evident in the extensive literature surrounding servicescapes, store atmosphere and 

visual merchandising. As Markin et al. (1976) pointed out, stores are designed to 

create a dynamic interplay between the customer and the store. 

 

It was Bitner (1992) who drew our attention to the servicescape variable of ‘Spatial 

layout and Function’. Bitner (1992, p. 66) noted that ‘Spatial layout refers to the 

ways in which machinery, equipment, and furnishings are arranged, the size and 

shape of those items, and the spatial relationships among them’. Functionality refers 

to the ability of those items to accomplish goals and facilitate performance in store 

(Bitner, 1992). Aghazadeh (2006, p. 304, 306) noted that ‘the goal of a retail layout 

is to maximise the sales of a store’ and ‘that companies should try to make the layout 

as presentable and appealing to the customer’s eye as possible’. Davies and Tilley 
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(2004, p. 11) note that ‘the design of the interior of his [the retailers] store can 

facilitate the achievement of these objective is by the use of the most appropriate 

fixtures and fittings, accessories and aisle widths and other environmental 

considerations such as colours’. Newman and Foxall (2003) concurred and noted that 

fixtures, fittings and the arrangement of merchandise are the retailers’ tools with 

which to delight and engage the consumer. 

 

The focus on layout has moved from being a display function to becoming more and 

more important as a way of visual merchandising and retail design. Within the layout 

literature ‘retail design’ overlaps with Bitner’s (1992) definition of ‘spatial layout 

and function’. Retail design is concerned with the design of space to achieve 

approach behaviour and ‘spatial layout and function’ is concerned with facilitating 

performance and achieving service environment goals. Throughout the literature, 

there is reference made to spatial layout, design, creative layout, store design, display 

function or visual merchandising (Bitner, 1992, Lea-Greenwood, 1998, Davies and 

Tilley, 2004, Kent, 2007). From the exterior window display to the interior shop, 

each one concerns some aspect of display, layout or design surrounding the service 

environment.  

 

However layout and functionality is the least researched of Bitner’s (1992) 

servicescape variables. Lea-greenwood (1998, p. 325) suggest reasons for the lack of 

research could stem from its complexity and the difficulty to ‘meaningfully 

communicate and analysis visual merchandising’. As mentioned, layout has many 

associations and stems across many disciplines from retail design to visual 

merchandising. Across each of the disciplines there has been a lack of academic 
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research. Spies et al. (1997) noted that here have been very few studies about layout 

and its effect on customer’s behaviour. 

 

Davies and Ward (2005, p. 506) noted that ‘the literature that considers retail 

physicality can be divided between those that consider the internality of the store and 

those that focus on its externality’. According to Newman and Patel (2004, p. 775) 

‘internal and external layouts help create the store atmosphere that is crucial for 

success’. However Lea-Greenwood (1998, p. 325) noted that there has been more 

reference to internal design and ‘although a number of in-store triggers are 

identified; no direct mention is made of window display’. It is important to note that 

though external and internal variables are frequently separated, they often draw from 

each other to create the store atmosphere.  

 

As noted, Bitner’s third dimension ties in very closely with layout & function. Signs, 

symbols & artefacts are to be found on the interior and exterior of the store and are 

visual communication tools (Bitner, 1992). Tombs and McColl-Kennedy (2003) also 

highlighted that signs and symbols relate to design features in the store. As can be 

seen there is crossover in literature of layout and design. Due to the blurring in the 

literature of layout and design, there is very limited research examining signs and 

symbols in relation to design of store but rather research focuses on branding. Bitner 

(1992) herself suggested that sign, symbols & artefacts included the décor of the 

store. The external layout and internal layout will be looked at next and how it 

relates to the third dimension will be explored. 
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3.3.5.1 External Layout  

 

Davies and Tilley (2004, p. 10) suggested that many ‘consumer’s make their 

purchasing decisions based on visual influences and that therefore getting the 

message ‘right first time’ is of vital importance’. The first portrayal of a service 

environment a consumer will see is the shopping front. Well-designed shopping 

fronts are an attraction in themselves for consumers (Omar, 1999). Lea-Greenwood 

(1998, p. 325) indicated that ‘if first impressions and appearances are important 

indicators of store image, then store window display must play an important role in a 

consumer’s decision on whether to enter a store or not’. Lea-Greenwood (1998, p. 

325) further noted that ‘window displays, can act as an attractor or as an inhibitor 

towards consumer patronage behaviour. It can be described as a vitally important 

visual communication tool by the retailer…to the passing or potential consumer’. 

Hasty and Reardon (1997, p. 264) concurred and indicated that the ‘main purpose of 

windows is to attract attention and create an image to potential customers standing 

outside’. 

 

Davies (1998) indicated that product image and retail image have been shown to be 

closely related in the context of buying behaviour. Products displayed in window 

displays should be there to reinforce the retailer’s in store image, in order to attract 

approach behaviours. Kent (2007, p. 736) suggested that ‘window displays have long 

provided a consistent opportunity for creative practices in department stores, 

although in other sectors and smaller stores, windows took on a more functional 

purpose to present a selection of goods sold inside.’ It is important to note that 

functionality plays a vital role in store design. Bitner (1992) refers to functionality of 
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the layout and highlights the importance of functionality in determining the services 

goals. Kent (2003, p. 136) illustrates the importance by suggesting that ‘design also 

has functionality, to display merchandise effectively using visual images, to instil 

trust, consistency and quality in the consumers mind’. Kent (2003, p. 136) also noted 

that by the 1990s retail design become bolder and ‘store as design came to relate 

consumer behavioural needs to functionality’.  

 

3.3.5.2 Internal Layout 

 

Improving store layout and design has become an essential component for retailers in 

their pursuit for the ideal engaging atmosphere or for a more appropriate atmosphere 

for the service offered. It is important to note that not all retailers want an engaging 

atmosphere where consumers are encouraged to browse or stay. Some service 

offerings hope to improve throughput, and do not wish for consumers to stay within 

the environment. Fast food restaurants, airports and supermarkets are some examples 

of services that may hope to achieve faster throughput. Kent (2003, p. 139) noted 

that design has not been central to all retailers and that it is ‘more significant among 

retailers who supply customers wants rather than their needs, where visual 

appearances matter as much as functionality’. Many worldwide service stores, such 

as Niketown, Apple and Claire’s Accessories, have gone this route by creating a 

multi-sensory experience for their customers. The introduction of multi-sensory 

experiences in stores has clearly been more evident in recent years (Kent, 2007). ‘As 

spaces for consumption, play or enjoyment, these stores provide an important 

medium for communication and interaction, as well as arenas for synthesising leisure 

and consumption’ (Kent, 2007, p. 737). 
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Kent (2007, p. 740) indicated that ‘depending on the client organisation and the 

context of the particular retail sector, it [the retail design] may be characterised as a 

largely creative, predominantly visual activity, in the case of so-called ‘boutique’ 

design, or a primarily organisational and spatial planning-focused activity, as is often 

the case in large format food and multi-category store design’. Retailers can choose 

from many formats of store layout in order to choose a format most suitable to the 

service being offered. Lewison (1994, p. 289) indicated that ‘floor layouts are 

extremely important because they strongly influence in-store patterns, shopping 

atmosphere, shopping behaviour, and operational efficiency’. Choosing the correct 

format will help in achieving the retailers aim of creating an engaging atmosphere or 

one of fast turnover. 

 

Baker et al. (2002) noted that a critical determinant towards the creation of a store 

image is careful store layout. Careful layout of an environment helps people to find 

their way through a store and also helps create an image appropriate to the store 

(Spies et al., 1997). Bitner (1992) concurred and indicate that careful layout of the 

environment can help consumers to orientate, find their way, learn to understand 

signs, get the feeling of personal control and mastery. In a shopping context, store 

layout represents the task environment (Iyer, 1989). Iyer (1989, p. 41) noted that ‘the 

task environment, especially in a shopping context, acts as an external memory aid 

and is a valuable bank of information’. As previously noted Mehrabian and Russell 

(1984) introduced the notion of ‘information load’ to measure environmental 

stimulation. Spies et al. (1997, p. 2) noted that ‘the information rate usually is higher 

for new and unusual than for familiar stimuli’. Donovan and Rossiter (1984) noted 

that high or low load environments can affect the emotional states of the consumer. 
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Thus it is important to have the correct layout suitable to a stores offering. Levi and 

Weitz (2007) note that it can be difficult to achieve this, as a suitable store layout 

must balance many objectives - objectives that often conflict. 

 

One of these conflicting objectives, noted by Spies et al. (1997, p. 2), is that ‘the 

layout should be clear but not too simple, so that there is the possibility of surprise 

and unexpectedness’. The retailer should entice the consumer to move around the 

store. However, Levy and Weitz (2004, p. 591) indicate that ‘if the layout is too 

complex, customers may find it difficult to locate the merchandise they are looking 

for and decide not to patronize the store’. A certain in-between level is needed. 

Stores will differ in the level that is appropriate to its image. For example, Niketown 

and Apple use multi-sensory experience to balance function and visual appeal. This 

enables them to keep the consumers interested and informed. Levi and Weitz (2004, 

p. 591) indicate that a ‘trade-off between ease of finding merchandise and providing 

a varied and interesting layout is determined by the needs of the consumer’. As 

Vasquez and Bruce (2000) point out, store layout design is intended to make 

shopping enjoyable for the customer.  

 

Store layouts can play a key role not only in making shopping enjoyable for 

customers by fulfilling their needs, but also in influencing their wants and 

preferences (Simonson, 1999). They are an essential part of the retailers’ image due 

to the impact they can have on changing shopping behaviour (Newman and Foxall, 

2003, Newman and Patel, 2003). The interior and exterior of the store must be used 

effectively together to enhance the space and function of the store in order to meet 

the consumer’s needs and to further influence their preferences. The design should 
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allow consumer’s easy access to the goods. Merrilees and Miller (2001) suggest that 

store layout design is one of the most important determinants of store loyalty. 

 

Levy and Weitz (2007, p. 495) suggest that ‘one method of encouraging exploration 

is to present them [consumers] with a layout that facilities a specific traffic pattern.’ 

Mehrabian and Russell (1974) note that exploration is important in approach 

behaviour. The layout retailers choose is usually determined by a number of factors, 

market positioning, type of merchandise, size of store, cost of merchandise, security 

(McGoldrick, 1990). Also, consumers may require different layouts depending on 

the amount of time they have to spend, there mobility or even at various stages in the 

business cycle (Newman and Foxall, 2003). Newman and Foxall (2003, p. 591) 

noted that ‘gender differences in shopping styles can also justify quite specific 

changes to fashion store formats and space allocation’.  

 

According to established conventional retailing store layout theory, (Mason et al., 

1991, Ghosh, 1994, Lewison, 1994, Levy and Weitz, 2007), there are three major 

types of store layout, namely grid, freeform and racetrack. Retailers may employ a 

number of different variations or modifications of these three layout patterns in order 

to achieve their ideal service layout. The grid layout is a rectangular arrangement of 

long parallel aisles with merchandise on shelves and displays on both sides of the 

aisles (Levy and Weitz, 2007). The common grid layout facilities routine and 

planned shopping behaviour, this allows for flexibility and makes it easier for 

consumers to identify and purchase their pre-selected products quickly (Lewison, 

1994, Levy and Weitz, 2007). Levy and Weitz (2007, p. 496) note that ‘a grid layout 

does not provide a visually exciting design, but is well suited for shopping trips’. 
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Vrechopoulos et al. (2004, p. 14) agree and note that the grid layout ‘is widely 

favoured by the grocery sector because the majority of customers visiting grocery 

stores have planned their purchases’. 

 

The second layout is called a free-form layout or a boutique layout (Levy and Weitz, 

2007). However Ghosh (1994) and Lewison (1994) differentiated between the two 

layouts indicating that the boutique layout is built around a particular theme whilst 

free-form provides a range of displays. Levy and Weitz (2007, p. 497) indicate that 

they are both ‘relaxing environments that facilitate shopping and browsing’. Levy 

and Weitz (2007), Lewinson (1994) and Mason et al., (1991) all indicated that the 

free-form layout is designed specifically for convenience and allows for customers to 

move in any direction within the store easily. Levy and Weitz (2007) also note that it 

can increase the time that consumers spend in the store. Vrechopoulos et al. (2004, p. 

14) state that ‘it is mainly used by large department stores (e.g., fashion stores)’. 

Kent (2007) noted that they are largely creative and predominantly visual layouts. 

 

The race track also known as a loop is the third major type of layout (Levy and 

Weitz, 2007). Vrechopoulos et al. (2004, p. 14) noted that ‘in the racetrack layout, 

the sales floor is organized into individual, semi-separate areas, each built around a 

particular shopping theme’. Due to the main aisle facilitating customer movement 

through the store, the racetrack layout leads the customer along specific paths to visit 

as many store areas or departments as possible (Lewison, 1994). This layout creates 

an unusual and interesting shopping experience, thus creating and providing 

entertainment for its customers (Mason et al., 1991, Lewison, 1994, Levi and Weitz, 

2007).  
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Davies and Tilley (2004) noted that of vital important to store layout is the use of 

feature areas, special displays and shelf space. Feature areas and special displays, are 

areas designed to attract the customers attention to additional purchasing 

opportunities. They can include promotional aisles or displays, end use displays, 

freestanding fixtures or the external window displays (Levy and Weitz, 2004). 

Chevalier (1975, p. 426) suggested that ‘for the retailer, displays create in-store 

excitement and increase the average amount purchased’. Lewison (1994) concurred 

and noted that ‘special displays highlight merchandise that can attract customers’. 

Sueraz (2005, p. 861) indicated that ‘from an academic perspective interest in shelf 

layout appears to be weak’. This is not surprising as there is a lack of research in 

layout (Spies et al., 1997). 

 

Dréze et al. (1994) indicated that it is not easy to manipulate attention through better 

space management; this is due to retail environments being very noisy, with 

hundreds of competing stimuli vying for attention. However, Levi and Weitz (2004) 

note that by providing an interesting store layout, the consumer will be more 

attracted to roam throughout the shop. The layout, special displays or features of the 

store will be constantly changing with promotions and with the seasons (Hasty and 

Reardon, 1997).  

 

One final element will be examined and it relates to Bitner’s (1992) third dimension 

of signs, symbols and artefacts. Turley and Milliman (2000) suggest that overall 

cleanliness forms part of the interior variables. Though not directly mentioned in 

Bitner’s (1992) servicescape model, cleanliness cannot be overlooked within the 

literature. Cleanliness is considered to be an important element in a service 
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environment (Wakefield and Blodgett, 1996, Harris and Ezeh, 2008, Yavetz and 

Gilboa, 2010, Miles et al., 2012).  

 

Harris and Ezeh (2008, p. 49) noted that cleanliness can be defined as ‘the absence 

of dirt (including dust, stains and bad smells)’. Of particular interest is the 

relationship of cleanliness to the olfaction factor. As noted, the smell of pine or 

disinfectant can give an impression of overall cleanliness in an environment. In their 

review of the servicescape literature, Ezeh and Harris (2007) suggested that 

cleanliness forms part of the ambience dimension and not Bitner’s (1992) third 

dimension of signs, symbols and artefacts. This would correspond with Harris and 

Ezeh (2008) who relate cleanliness to ‘bad smell’. 

 

Though it is considered an important part of the service environment, there is 

relatively little theoretical background in the services literature. Research relating to 

sanitation and health in the environmental psychology literature has given insight to 

the services literature. Harris and Ezeh (2008) cite Rosenquist (2005) in relating 

cleanliness to Maslows hierarchy of needs. 

 

Cleanliness is most often researched with other elements of the service environment. 

Harris and Ezeh (2008) examine music, aroma and cleanliness as part of an 

ambience factor; Wakefield and Blodgett (1996) and Kim and Moon (2009) examine 

layout, aesthetics and cleanliness. Wakefield and Blodgett (1996) in their research on 

sports arenas and casinos suggested that it was ‘especially in those situations in 

which customers must spend several hours in the leisure setting’ that cleanliness is 

significant to the service environment. Recently Vilnai-Yavetz and Gliboa (2010, 
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p.228) focused their research on cleanliness and ‘found that the cleanliness of the 

servicescape influenced customers’ feeling of pleasantness, customer trust in the 

service, prestige attribution, and approach behaviors’. 

 

Wakefield and Blodegett (1996) also highlight that services research has mainly 

focused on service encounters that are short in duration, banks, insurance, fast-food 

restaurants. Lack of research relating to the cleanliness factor on its own in the 

services literature could be because of the type of services that are being examined. 

More recently Barber and Scarcelli (2010) noted that few studies adequaetly measure 

perceptions of cleanliness.  

 

3.4 An Expanded Servicescape  

 

Bitner’s (1992) servicescape model has been utilised in understanding the online 

environments but further expansion of Bitner’s (1992) servicescape model has also 

been explored in the offline environments. As noted the servicescape has said to 

contain a social element (Tombs and McColl-Kennedy, 2003, Hightower Jr, 2010, 

Rosenbaum and Massiah, 2011, Nguyen et al., 2012). It was Tombs and McColl-

Kennedy (2003) proposed the social-servicescape model that incorporated the 

elements of purchase occasion, social density, displayed emotion of others, 

customer’s affective responses and customer’s cognitive responses. In particular the 

areas that differentiate the social-servicescape model from the servicescape model 

are the direct inclusion of purchase intention, the social density and displayed 

emotions of others.   
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Purchase occasion relates to the type of service that is being consumed, utilitarian or 

hedonic. Tombs and McColl-Kennedy (2003, p. 459) suggest that it is essential to 

‘consider the occasion specific aspect of behaviour settings or context’. Mattila and 

Wirtz (2006) related the concept of target arousal with customers purchase intentions 

in order to gain a better understanding of how environmental stimuli can influence 

behaviour. This would appear to tie in with Tombs and McColl-Kennedy (2003) 

purchase occasion context.  

 

The second aspect that Tombs and McColl Kennedy (2003) introduced to the 

servicescape literature was the concept of social density. Though crowding had been 

mentioned previously within the services literature (Machleit and Eroglu, 2000, 

Turley and Milliman, 2000), there was a scarcity in research relating to the impact of 

others in the service environments (Tombs and McColl-Kennedy, 2003). Tombs and 

McColl-Kennedy (2003, p. 461) suggested that ‘social density itself creates affective 

events through the unavoidable interactions with others’ The social servicescape is 

said to relate to the interaction between people in the environment (Hightower et al., 

2002), this can relate to customer-customer interaction or employee-customer 

interaction. Baker (1992) indicated customers form social relationships with focal 

employees of a store and that affects both their perceptions and overall quality of the 

store. At the heart of the SPC framework is the interaction between customers and 

employees, which describe the satisfaction mirror. Though it may be overlooked, 

Bitner (1992) also makes note in her model of employees and customers responses 

and the social iterations between them. However Bitner (1992) does not include this 

within her physical environmental dimensions.  
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Brady and Cronin (2001) suggested that the physical elements of the servicescape 

are where people share the same ambience, music or lighting while the social 

servicescape relates to the human interaction (Hightower et al. 2002). Nguyen et al. 

(2012, p. 269) point out that ‘these are thus distinctly different concepts’. The 

servicescape relates to the environmental stimuli whist the social-servicescape 

focusses on interactions with customers and how these interactions influence 

customers. In incorporating the social dimension into their model, Tombs and 

McColl-Kennedy (2003) fail to acknowledge the influence of the servicescape on 

employees and their behaviours. However this is not surprising, as has been clearly 

stated the research to date on servicescapes has primary been focussed on customers, 

with employees being largely ignored within the literature. This research 

acknowledges the social interactions between customers and employees but similarly 

to Nguyen et al. (2012) considers it to be distinctly different concept to the 

servicescape dimensions that have been discussed.  

 

The third aspect that Tombs and McColl-McColl Kennedy (2003) discussed in their 

model was the concept of displayed emotions of others. This relates to emotional 

cognition which will be discussed in the next chapter.  

 

3.5 Conclusion 

 

As highlighted, retailers need to be continually evaluating their store atmosphere to 

suit the changing market needs. It is thus important to consider each element of the 

environmental stimuli; music, colour, lighting, olfaction, design, layout and 

cleanliness, when deciding store environments as each one interact to help create the 



165 

stores atmosphere. As Markin et al. (1976, p. 51) precisely point out ‘cues and 

information that affect the customer’s perceptual processes, and hence his attitudes 

and images, almost never come in single file. Instead they come in mixed bunches’. 

 

As illustrated Bitner’s (1992) servicescape model focuses on the environmental 

stimuli and considerable research has been carried out examining the many elements 

of the environmental stimuli. The majority of research has focussed on music or 

colour, with some research examining two elements of the servicescape in a single 

study. Cleanliness appears to be the least researched of the environmental stimuli 

(Vilnai-Yavets and Gilboa, 2010). The servicescape model has been used in 

examining both online and offline service environments and was further developed 

to incorporate a social component (Tombs and McColl-Kennedy, 2003). However, 

this social component is considered to be separate to the physical environmental 

stimuli. 

 

To date the focus of the servicescape literature has been on customers. However 

Parish et al. (2008) argue that employees spend considerable more time in the service 

environment than customers. There has been some research relating to the impact of 

the work environment on employees. This body of research literature is called work 

climates and will be examined next. 
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4 CHAPTER 4 Work Climate  

 

 

 

 

 

 

 

 

 

 

We shape our buildings and afterwards they shape us, 

 

Winston Churchill (1943) 
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4.1 Introduction 

 

Downey et al. (1975, p. 149) indicated that ‘the environment has long been 

recognized as a source of influence on the individual's behavior’. This has clearly 

been highlighted in chapter three in the servicescape literature. However the focus of 

the servicescape literature is on customers rather than employees. The work climate 

literature concentrates on employees and examines the work environment on various 

levels. The literature is very broad and it is difficult to pinpoint what it is exactly 

(Kuenzi and Schminke, 2009). Rousseau (1988, p. 140) suggested that ‘climate is a 

content-free concept, denoting in a sense generic perceptions of the context in which 

an individual behaves and responds’ 

 

It has been recognised that work climate literature attempts to examine the 

perceptions of individuals regarding their work environment and how these 

perceptions drive their attitudes and behaviours (Downey et al., 1975, Schneider, 

2000, Dietz et al., 2004). Thus it clearly relates to the SOR paradigm discussed in 

chapter two, this will be further discussed in this chapter. Early on the work climate 

construct was acknowledged as being significant due to it taking an alternative 

approach to the motivational theories that explained just ‘about everything that 

happens to people at work’ (Schneider and Reichers, 1983, p. 20). It acknowledged 

the important role that perceptions play (Schneider and Reichers, 1983), it focused 

on aggregated or group level data to discover relationships (Schneider et al., 1980, 

Schneider and Bartlett, 1970), it advanced the distinct clarification between 

psychological climates and organisational climates (Schneider and Reichers, 1983) 

and has led to the development of internal marketing (IM) in the services literature. 
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Each of these different areas, the importance of perceptions, organisation and 

psychological climates, aggregate or group level and IM will be looked at within this 

chapter. The lack of research relating to employee environmental stimuli and the 

impact it has on employees will also be examined at the end of this chapter. Firstly 

internal marketing (IM) will be reviewed as it closely ties in with the Service Profit 

Chain (SPC) discussed in chapter one. 

 

4.2 Internal Marketing (IM) 

 

Berry and Parasuraman (1992, p. 25) identified that IM related to ‘attracting, 

developing, motivating and retaining qualified employees through job-products that 

satisfy their needs…the philosophy of treating employees as customers... and the 

strategy of shaping jobs to fit human needs’. Principally IM is the practical 

application of the marketing philosophy, it is considered to be a managerial approach 

to ensure customer satisfaction through first filling the needs of the employee (Berry 

et al., 1976). Berry (2002, p. 68) suggested that ‘the stress placed on customer 

satisfaction in external marketing is just as appropriate, just as necessary, in internal 

marketing’. Within IM, employee are considered to be the ‘internal customers’ and 

similarly to external customers, internal customers’ needs should be fulfilled to keep 

them satisfied (Rust et al., 1996). It is grounded in the belief that having satisfied 

employees will positively influence customer satisfaction (Gounaris, 2008). Implicit 

in this assumption is that satisfied customers will become more loyal (Ahmed and 

Rafiq, 2003). 
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The employee satisfaction leading to customer satisfaction is the key concept within 

the Service Profit Chain (SPC). The SPC foundations are within the realm of service 

marketing, and the concept of IM was started in the service marketing literature 

when service quality received considerable attention (Rafiq and Ahmed, 1998). 

There is an inherent connection between IM and SPC, due to IM requiring a service 

market orientation (Shiu and Yu, 2010).  A service marketing orientation cannot be 

present if employee commitment is absent; IM leads itself towards the service 

market orientation through the commitment of employees (Varey, 1995). IM is 

critical and fundamental in creating a service market orientation. 

 

Greene et al. (1994) reflect that IM is the key to superior service, particular 

important in the service sector and views employees as internal customers. However, 

a key difficult that organisations have is how to implement IM. According to Ahmed 

and Rafiq (2003, p.1186) ‘IM is an unusually slippery concept, easy to visualise and 

yet exasperatingly difficult to operationalise’. Due to this difficulty IM is often left 

neglected (Gounaris, 2008). Ueno (2010) reflected upon the different elements that 

have been proposed to describe IM in order to manage and implement IM. 

Throughout the literature on IM, authors have emphasised different elements of IM, 

for example, Berry and Parasuraman (1992) suggested seven essentials of internal 

marketing, Ahmed and Rafiq (2003, 2004) identified five elements of internal 

marketing, whilst Ueno (2010) suggested that the elements can be summarised under 

twelve headings; recruitment and selection, training, teamwork, empowerment, 

performance measurement and reward system, communication, culture, top 

management commitment, employee commitment and involvement, internal 

marketing segmentation and targeting, internal marketing research and HR issues. 
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Interestingly, Ueno (2010, p. 76) further stateed that these elements ‘play a role in 

the development of a service culture’. Whilst Varey (1995, p.42) indicated that ‘this 

[IM] is achieved through the development of a service climate’. The terms ‘culture’ 

and ‘climate’ have been used interchangeable with the literature, this will be 

explored in more detail within this chapter. 

 

‘In essence, internal marketing involves creating an organizational climate in 

general, and job-products in particular, that lead to the right service personnel 

performing the service in the right way’ (Berry, 2002, p. 69). Greene et al. (1994, p. 

5) concurred and suggested that IM ‘can be defined as the promoting of the firm and 

its product(s) or product lines to the firms employees’, its purpose to create a work 

climate that employees are happy to stay in. Though IM is central to service 

marketing Greene et al. (1994), Varey (1995) and Berry (2002) point out its purpose 

is about creating a pleasant work environment for employees, thus it foundations can 

be viewed within the work climate literature.  

 

In order to satisfy their needs, employee’s perceptions of the work environment need 

to be considered. Schulte et al. (2006, p. 645) recognised that ‘researchers have long 

been interested in understanding employees’ perceptions of the work environment 

and how these perceptions influence individuals’ work-related attitudes and 

behaviours’. Rousseau (1988) proposed that in a sense, perceptions are simply 

informational cues that are received or registered by an individual. Essentially the 

climate literature has been viewed as the individuals perceptions of their social 

setting of which that person takes part in (Rousseau, 1988). Rousseau (1988) 

suggested that perceptions are a central concept to virtually all models of 
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organisational behaviour that seek to explain behaviour, for example, motivation or 

leadership. According to Schneider and Bowen (1993) employee’s perceptions and 

valuations of the work climate should positively impact on customers. Yuan et al. 

(2001, p. 50) concurred and reiterated that employee’s perceptions and valuations of 

‘major work climate variables should impact positively on the implementation of 

customer service programs’, thus reinforcing that employee behaviours affect 

customer behaviours, a key premise in the SPC. 

 

Yoon et al.’s (2001) research bridged the gap between the services literature and 

work climates by examining the impact of a facet specific element of the work 

climate literature, service climate, and how it impacts employee’s attitudinal and 

behavioural responses. Another facet specific element of the work climate is the 

physical environmental stimuli or as coined in the service marketing literature, the 

servicescape. As highlighted in chapter three, the impact of the servicescape on 

employee’s responses is not a central position in the marketing literature. Though not 

central in the marketing literature, the work climate literature has suggested that the 

work environmental stimuli are important in influencing employee responses and 

‘servicescape’ is referred to as the ‘physical work climate’ for employees (Schneider, 

1975, Schneider, 1987, Schneider, 2000, Schneider et al., 2009). Schneider et al. 

(2000) suggested that the physical work environment can affect employees’ attitudes 

and behaviours which in turn can affect customers. Furthermore in his SPC, Heskett 

et al (1994) state that ‘workplace design’ forms part of the internal service quality. 

 

Both employee and customer behaviours are considered to be of major importance to 

both practitioners and academics alike (Churchill Jr. and Surprenant, 1982, 
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Schneider, 1987, Bitner, 1990, Rust and Zahorik, 1993, Wakefield and Blodgett, 

1996, Oliver, 1997, Babin and Boles, 1998, Schneider et al., 2000, Homburg and 

Stock, 2004, Anselmsson, 2006, Harris and Ezeh, 2008, Kim and Moon, 2009, 

Gazzoli et al., 2010) and as noted central to the IM literature is how employee 

behaviour can impact customers. Work climates and where it has stemmed from will 

be looked at next to gain a better understanding of employee perceptions. 

 

4.3 Work Climates 

 

For more than half a century, scholars have sought to understand organisational work 

climates antecedents and consequences (Schneider and Reichers, 1983, Kuenzi and 

Schminke, 2009). Early on Schneider (1975) defined work climates as the meaning 

employees affix to the work related policies, practices, and procedures and the 

behaviour that gets rewarded, supported or expected in the organisation. Since then 

there has been many interpretations of what work climate is (Schneider et al., 2002). 

Denison (1996) notes that there seems to be no limit to the work climate domain 

other than the ability of theorists, researchers and practitioners to evoke new 

adjectives to describe what work climate is. Hellriegal and Slocum Jr (1974, p. 256) 

concurred and suggested that work climate refers to ‘a set of attributes which can be 

perceived about a particular organisation and/or its subsystems, and that may be 

induced from the way that organisation and/or its subsystems deal with their 

members and environment’. 
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Within the literature there have been many terms used for work climate including 

organisational climate, organisational work climate or as was simply referred to in 

the beginning ‘climate’ and these terms have all been used interchangeably within 

the literature (Kuenzi and Schminke, 2009). See figure 4.1 for the evolution in the 

literature. More recently organisational work climate or work climates has been the 

term in use, with older research referring to the term as organisational climates or 

climates. These terms will be used interchangeably here also due to the terms having 

date relevance. 

 

According to Schneider and Reichers (1983, p. 19) ‘organisational climate has been 

a popular concept for theorizing and research for some time’. Organisational climate 

research is grounded in the Gestalt psychology of Kurt Lewin (Schneider et al., 

2000) and Gestalt psychology stems from the Gestalt school of thought developed 

out of Max Wertheimer’s study of perceptual phenomena (Chaplin and Krawiec, 

1960). Max Wertheimer along with Kurt Koffka and Wolfgang Köhler, were the 

three founders of the school. The meaning of Gestalt is ‘form’ or ‘the organisation 

of’ (Chaplin and Krawiec, 1960) and the major contribution of Gestalt psychology 

was its importance on ‘the organisation of’ perceptions.  
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Figure 4.1 Evolution of the Climate Literature 

Source: Author 
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The organisation of perceptions is where the whole is something special and not 

defined by the sum of its parts (Schneider, 1975). The critical notion of ‘the whole’ 

or ‘the Gestalt’ means ‘that individual elements of perception are formed into wholes 

that represent more than the simple sum of the specifics of the individual elements. 

A table, for example, is more than the sum of four small pieces of wood and one 

large piece of wood’ (Schneider et al., 2000, p. 22). Another example would be 

atmospherics, which is more than just the sum of the components of music, colour, 

lighting or design.  

 

The Gestalt school of thought has had major influences on the work climate 

literature. Two major principles to stem from the Gestalt school of thought into the 

climate literature were that the task of the perceiver is to a) apprehend the order 

which objectively exists in the world and b) to create new order by a process of 

integration through thought (Chaplin and Krawiec, 1960, Schneider, 1975). Our 

environment is assumed to have order and the perceiver’s task is to discover that 

order (Schneider, 1975). The perceiver is compelled to find order in their 

environment and is driven to create order (Schneider, 1975). A preliminary 

definition of climate was that climate perceptions represent a meaningful 

understanding of order in the perceiver’s world based on their surrounding 

environment (Schneider, 2000). It also looks at how these perceptions drive 

individual’s behaviour and attitudes (Downey et al., 1975, Dietz et al., 2004). In 

defining climates Schneider and Reichers (1983) suggested that organisational 

climate is a perceptual phenomenon. The influence and the important role of 

perceptions in understanding behaviour at work is acknowledged throughout the 

work climates literature. Since the early research on work climates, the majority of 
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researchers have treated climates as perceptual in nature (James and Jones, 1974, 

Schneider, 1975, 2000, Kuenzi and Schminke, 2009). 

 

In the beginning of perceptual research, using the terminology of Mehrabian and 

Russell (1974), the emphasis was on the Stimuli (S) (Chaplin and Krawiec, 1960). 

This turned towards an S-R orientation, where responses (R) became an important 

variable. Later on the role of learning, motivation and emotion became important 

determinants of perceptual research (Chaplin and Krawiec, 1960). Hellreigel and 

Slocum Jr (1974, p. 257) concurred and explained ‘that factors such as attitude, 

values, and motives are widely recognised as playing an important role in the 

perceptual process’. Chaplin and Krawiec (1960, p. 70) observed that ‘the S-R 

orientation of the traditional psychophysicists became an S-O-R orientation’ with the 

O being the Organism aspect. As identified in chapter two, Mehrabian and Russell 

(1974) attempted to present an integrated framework that provided a broad overview 

of the environment. They recommended an S-O-R paradigm, which suggested that 

the (S) component is the environmental stimulus; the (O) component is the 

emotional states and the (R) is the approach-avoidance responses. The S-O-R 

paradigm has its basis in environmental psychology literature.  

 

Lewin (1951) point out that it was Lewin et al. (1939) that introduced the concept of 

climate into the social psychology literature. They used the terms ‘social climate’ 

and ‘social atmosphere’ interchangeably within their research. Schulte et al. (2006b) 

explained that early researchers used the terms social climate or atmosphere 

frequently. Schneider et al. (2000) concurred and stressed that Likert (1961) as well 

as Katz and Kahn (1978) emphasised that the conditions (climate and atmosphere) 
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created in the work place can have major implications on employees. Interestingly, 

as noted in the servicescape chapter, Kotler (1973) coined the term ‘atmospherics’ to 

describe the intentional control and manipulation of environmental cues in the 

service environment. However the term climate rather than atmosphere became the 

more dominant term in the climate literature. Similarly to early environmental 

psychology, early organisational climate concerned itself with the environment and 

the environments impact on human behaviour, specifically employee behaviour in 

the workplace. In this early organisational climate literature, Kurt Lewin’s field 

theory or the ‘Lewinian perspective’ played an important role. Lewin expressed his 

basic formula in terms of a simple equation 

 

B= f(P,E), 

 

where, B=Behaviour, E = Environment, and P= Person 

 

Lewin’s (1951) field theory produced the formula stating that behaviour is a function 

of the person and environment. From the time of Lewin’s (1951) established 

formula, a person’s environment as a determinant of their behaviour has been the 

cornerstone of the climate literature (Glick, 1985). Denison (1996, p. 634) coincided 

and remarked that ‘according to the Lewinian field theory, the social world can be 

neatly divided into Bs, Ps, and Es’. Thus, in order to study a phenomenon such as 

organizational climate (or culture) from Lewin's perspective, the person must, by 

definition, be analytically separate from the social context.’ Denison (1996) further 

illustrated that this perspective clarifies the approach taken in the climate literature. 

That is that the person, the employees, are separate from the environment, they work 
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in the environment but they do not create their environment. It looks at how 

employees perceive their work environment and how the work environment impacts 

on those within it. 

 

Burke et al. (2002) suggested that there are three primary perspectives on the 

significance of the work environment perceptions that have emerged in the climate 

literature, a) general psychological climate (James and James, 1989) b) multiple 

stakeholder (Burke et al., 1992), and c) social constructionist or ‘climate for 

something’ (Schneider and Reichers, 1983). Burke et al. (2002) identify that these 

three perspectives vary with their theoretical bases of employee work environment 

perceptions. Firstly, the general psychological climate refers to the variables 

designed to assess work environments (James and James, 1989). This generalized 

climate looks at individual’s perceptions of their work environment characteristics. 

James and James (1989) viewed psychological climate perceptions as partial 

functions of personal value systems. Burke et al. (2002, p. 328) concurred and 

indicated that ‘the general psychological climate perspective explicitly emphasizes 

the importance of personal values (e.g., clarity, responsibility, support, and friendly 

social relations) in the appraisal of work environment attributes.’ Personal values 

imply what is important to the individual and provide the schemas or groupings to 

appraise the work environment in terms of its relevance to the individual (Burke et 

al., 2002). Personal value can be defined as ‘that which a person wants or seeks to 

obtain’ because it is ‘that which one regards as conducive to one’s welfare’ (Locke, 

1976, p. 1304). James et al. (2008, p. 8) suggested that ‘in sum, personal values 

produce the schemas employed to cognitively appraise work environment attributes 

in terms of their significance to the individual’.  



179 

James et al. (2008) explain that the purpose of James and James’s (1989) research 

was to attempt to tie climate to personal value in order to build a case that a single 

higher order factor underlies measurements of psychological climate. James and 

James (1989) research suggested that climate psychology has a set of variables that 

are readily identifiable for appraising work environments in terms of groupings. 

They highlighted in their research that there was a limited number of generalized 

climate dimensions for explaining work environment. According to James and James 

(1989, p. 740) the four psychological climates (PC) that have ‘demonstrated factorial 

invariance in the diverse work environments are a) Role Stress and Lack of 

Harmony, b) Leader, Support and Facilitation, c) Job Challenge and Autonomy, and 

d) Workgroup Cooperation, Friendliness, and Warmth’. These factors tie in with 

Locke’s (1976) proposed four latent factors. Locke (1976) suggested that the 

following latent variables underlie most important personal, work-related values. 

These latent factors are (1) desires for clarity, harmony, and justice; (2) desires for 

challenge, independence, and responsibility; (3) desires for work facilitation, 

support, and recognition; and (4) desires for warm and friendly social relations. 

 

Psychological climate-general (PCg) is the latent psychological common 

denominator for the four factors. This general factor suggests that individuals 

employ a much simpler appraisal of their environment then was suggested 

previously (James et al., 2008). ‘Stated simply, people respond to work 

environments in terms of how they perceive these environments, and the key 

substantive concern of perception is the degree to which individuals perceive 

themselves as being personally benefited as opposed to being personally harmed 

(hindered) by their presence in the environment’ (James and James,1989, p. 748).  
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The second perspective is looking at the multiple stakeholders. It is an extension of 

the single higher order factor model by James and James (1989). Burke et al. (1992) 

extended James and James’ (1989) work and concluded that, in addition to personal 

values, values that are exposed to individuals in work by the organisation are likely 

to form additional schemas or groups for making sense of one’s environment. Burke 

et al. (1992) proposed that first order psychological climate factors reflect both 

personal values and also organisational values towards other stakeholders. 

Stakeholders are a group of individuals within or outside an organisation, such as 

employees, customers, suppliers or contractors that have a stake in the organisation 

and that can be affected by its actions (Burke et al., 2002). Similarly to the 

psychological climate perspective, the multiple stakeholder perspective calls for the 

use of generalised dimensions for assessing individuals appraisals. The multiple 

stakeholder perspective also places greater emphasis on the use of stakeholder –

specific dimensions unlike the social constructivist view which looks for a climate 

for something (Burke et al., 2002). It was Schneider (1975) who suggested the 

notion of a ‘climate for something’. Initially the climate literature had attempted to 

identify the person’s environment on a broad global level. Schneider (1975) 

proposed that it should be narrowed down and be facet specific. The global climate 

and facet-specific climates will be looked in more detail next. 

 

4.3.1 Global Verses Facet-Specific Climates 

 

In the beginning the climate literature appeared to be primarily researched as a broad 

global conceptualisation of work climates and its influence on employees (James and 

Jones, 1974, Kuenzi and Schminke, 2009). The ‘early work climate was viewed as a 
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molar construct that would allow researchers to examine broad based determinants 

of employee behaviour’ (Kuenzi and Schminke, 2009, p. 636). Litwin and Stringer 

(1968, p. 38) suggested that the global climate model ‘hopes to provide a 

quantification, or, rather, a diagram of the total situational variables-a diagram that is 

relevant to the analysis and prediction of the total effects of the environment on 

groups of individuals’. Essentially, climate research attempted to understand the total 

or global situational influences in organisations and their effects on individuals 

(Kuenzi and Schminke, 2009).  

 

This focus on climate as a global construct had many difficulties. One of the biggest 

difficulties was that there existed no consensus on how to define ‘global climate’ 

(James and Jones, 1974). Lack of definition of what climates were led to some 

ambiguity and vagueness of the construct (Kuenzi and Schminke, 2009). Schneider 

(2000) also pointed out that, due to lack of clarification as what constituted ‘climate’, 

there was a lack of a theoretical base and global climate dimensions were developed 

and added to the literature without clear rationale. Furthermore it was difficult to 

provide clear guidelines for measurement; for example there were a lack of 

appropriate procedures for aggregating individual climate perceptions to the group or 

organisational level (Glick, 1985).  

 

Schneider (1975) acknowledged in his review article that organisational climate was 

so vast and global that he proposed the idea that climate have a focus or be facet-

specific. Schneider et al. (1998) recommended that due to the fact that many climates 

could exist simultaneously within an organisation, climate research needed to be a 

climate for ‘something’ (Schneider, 1975). It needed to be related to particular 
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aspects of the organisational context such as justice (Naumann and Bennett, 2000), 

safety (Zohar, 2000), ethical (Victor and Cullen, 1988), service (Chunag and 

Schneider, 2002) and the physical work climate (which can also be referened to as 

environmental stimuli) (Davis, 1984). In particular the ‘service climate’ and 

‘physical work climate’ can be closely related to services marketing literature. 

‘Much of the work that has been done on service employees has concerned the 

creation of what has been called a ‘service climate’’ (Chuang and Scheinder, 2002, 

p. 71). Schneider (1975) proposed the notion of facet-specific climates to deal with 

the confusion and lack of clarity of the definition and conceptual issues with the 

global climate constructs. 

 

In more recent research and studies, the many aspects of work climate have generally 

been dealt with on a facet-specific basis, with each area falling into a different 

literature (Kuenzi and Schminke, 2009), for example the service climate falling 

within the services marketing literature. Kuenzi and Schminke (2009, p. 637) noted 

that ‘this recent focus on facet-specific climates has increased our understanding of 

work climates and their influence on employee and organization outcomes’. There 

are different approaches to studying climates, Organisational and Psychological 

climates and they will be looked at next. 

 

4.3.2 Organisational and Psychological Climates 

 

Rousseau (1988) suggested that debates over the meaning of perceptual differences 

led to different ‘types’ of climate emerging. James and Jones (1974) concurred and 

highlighted that researchers were initially confused as to whether to treat work 
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climate as an organisational attribute, which was a unit level construct or an 

individual attribute, which was viewed as an individual-level construct (Kuenzi and 

Schminke, 2009). Both Hellriegal and Slocum Jr (1974) and James and Jones (1974) 

helped to clarify the situation by building a consensus around three distinct 

approaches to the study of climate: ‘(a) the perceptual measurement of individual 

attributes, (b) the perceptual measurement of organizational attributes, and (c) the 

multiple measurement of organizational attributes combing perceptual and more 

‘objective’ measurements’ (Denison, 1996, p. 623). These perspectives were 

separated into two views, organisational climate and psychological climate (James 

and Jones, 1974). The first perspective is characterised as the psychological climate 

and the second and third perspective are characterised as the organisational climate 

(Denison, 1996).  

 

Over the years there have been attempts to differentiate the two climate views. James 

and Jones (1974, p. 1100) specified that ‘organizational climate was viewed as a 

situationally determined psychological process in which organizational climate 

variables were considered to be either causative or moderator factors of performance 

and attitude’. Organisational climate represents a shared or summary perception that 

people attach to particular characteristics of the work place (Schneider and Reichers, 

1983, Ostroff, 1993). Denison (1996) concurred and noted that organisational 

climate concerned itself with the perceptual measurement of organisational 

attributes. When perceptions of a work unit’s employees are aggregated they reflect 

organisational climate (Kuenzi and Schminke, 2009). Kuenzi and Schminke (2009, 

p.638) proposed that ‘the origins of organizational climate lie in individual 

perceptions; however, it is a property of the unit’. When employees within a unit 



184 

agree on their perceptions of the work place, unit level or organisational climate is 

said to exist (Schulte et al., 2006b). It was viewed as a logical extension of the 

psychological climate (James et al., 2008). 

 

On the other hand psychological climate was seen to be the study of the perceptual 

measurement of individual attributes (Glick, 1985, Denison, 1996, Burke et al., 

2002). It is based on perceptions of individual aspects of the work environment 

(James and Jones, 1974, Ostroff, 1993). Schulte et al. (2006, p. 646) agreed and 

proposed that ‘individuals’ own perceptions of the work environment constitute 

psychological climate at the individual level of analysis’. These perceptions are 

psychological and abstract in nature and are not treated as organisational descriptions 

but rather as information as to how the individual organise their understanding of the 

environment (Rousseau, 1988). These perceptions need not agree with those of other 

individuals in the same environment (Rousseau, 1988). According to Burke et al. 

(2002) the facet specific perspective is the dominant approach to the study of 

psychological climates.  

 

Schulte et al. (2006) identified that past studies have tended to focus on 

psychological climate or on organisational climate. Though they have been separated 

in the literature and in research, psychological and organisational climates are 

conceptually related to each other (Schulte et al., 2006). According to Schulte et al. 

(2006) the relationship between psychological and organisational climate can be 

described as compositional, as they both refer to the same context but describe 

different phenomena at different levels of analysis, individual and unit. The 

important requirement is that these psychological climates are shared in order to 
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make the inference that they are organisational climates (James et al., 2008). James 

and Jones (1974, p. 1109) concur and illustrated that ‘the distinction between 

organisational climate and psychological climate permits the assessment of the 

differential importance of these two sets of variables in predicting both individual 

attitudes and behaviour and performances on an organisational or group level.’ Most 

recently James et al. (2008) concurred and suggested that the products of aggregates 

of psychological climate are typically referred to as organizational climate.  

 

Although conceptually related, Glick (1985) suggested that it is important to 

differentiate between organisational climate and psychological climate because they 

may differ empirically. ‘Organisational climate connotes an organizational unit of 

theory, it does not refer to the climate of an individual, workgroup, occupation, 

department or job’ (Glick, 1985, p. 602). Ostroff (1993, p. 58) concurred and 

suggested that ‘organizational climate is the appropriate level of analysis for 

environment factors’. 

 

4.3.3 Aggregate Level 

 

Climate research takes an alternative approach to the motivational theories. In doing 

so, climate research has provided researchers with a focus on multiple levels of 

analysis (Schneider and Reichers, 1983). Instead of looking at research at an 

individual level, climate research could focus on aggregated or group level data to 

discover relationships between clusters of perceptions and organisationally relevant 

outcomes (Schneider et al., 1980, Schneider and Reichers, 1983). Rousseau (1988) 

suggested that ‘aggregate’, similarly to psychological and organisational climates, is 
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a type of climate. Aggregated climates are suggested to being individual perceptions 

that are averaged out at some hierarchical level, for example workgroup, department 

or division (Rousseau, 1988). Similarly to psychological climate, aggregated 

climates are thought to intervene between situational factors and individual 

responses (Joyce and Slocum Jr, 1984). Although aggregated climate derives from 

individual level data reflecting within unit agreement the meaning of the aggregate 

climate is not well established in the literature (Rousseau, 1988).  

 

To date the literature has mainly focussed on the above mentioned climates of 

psychology and organisational climates. Although not directly recognised by other 

researchers as a type of climate, aggregate level has played an important role in the 

influence of past research. Schneider and Reichers (1983, p.21) highlighted that 

‘while the importance of group membership and group influences on individual and 

organizational functioning has never been denied by researchers in this field, group 

phenomena have not, perhaps, received the attention they deserve in explaining 

behavior at work.’ Rousseau (1988, p. 143) proposed that ‘aggregate climates are 

constructed based on membership of individuals in some identifiable unit of the 

formal organisation and within-unit agreement or consensus in perceptions’. Joyce 

and Slocum Jr (1984) concurred and suggested that aggregated climates are based on 

groupings of individuals that identify themselves within a formal work group and 

that are unanimous in their perceptions. 

 

Within past research aggregated climates have been recognized based on empirically 

observed between unit differences (Rousseau, 1988). ‘These differences are 

attributed to real situational differences that lead members within a unit to agree 
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more with each other regarding their perceptions than they do with members of other 

units’ (Rousseau, 1988, p.143). Rousseau (1988) also pointed out that the etiology, 

theoretical implications, value and meaning associated with aggregate climate are 

not well established in the literature. This could be why considerable research has 

focussed on psychological or organisational climate. 

 

4.3.4 Culture and Climate 

 

In their research, Katz and Kahn (1978) use the term climate and culture 

interchangeably in their perspective on the social psychology of the organisation. 

This is not surprising as both climates and culture deal with the ways that individuals 

attempt to understand their environments (Kuenzi and Schminke, 2009). Reichers 

and Schneider (1990) concur and note that both climate and culture deal with the 

way members of an organisation make sense of their environment. ‘These sense 

making attempts manifest themselves as shared meanings that form the basis of 

action’ (Reichers and Schneider, 1990, p. 29). ‘Furthermore, both are learned 

through interaction among group members’ (Kuenzi and Schminke, 2009, p. 638). 

Within the literature there exists similarities between the two constructs and it has 

been suggested that they are related to one another. Schneider (2000) suggests that 

they are ‘siblings’ and that the two constructs are usefully linked, practically and 

conceptually. 

 

Reichers and Schneider (1990) noted that culture exists at a higher level of thought 

than climate and that climate is a manifestation of culture (Schein, 2010). In 

examining culture, Schein (2010) suggested three levels of Culture; artifacts, 
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espoused beliefs & values and basic underlying assumptions. However, Schein 

(2010, p. 24) highlights that his terminology of ‘artifacts’ can be considered ‘the 

climate of the group’ and are the visiable or feelable structures in place.  These 

visiable features are the environmental stimuli that employees can see and is further 

clarified in section 4.5 as the facet specific climate of employee environmental 

stimuli. .  

 

Denison (1996) remarked that although it is clear that culture and climate are very 

distinct perspectives on organisational environments, it is a lot less unclear if they 

actually examine distinct organisational phenomena. The two perspectives often 

overlap and Denison (1996) presents a summary of the similarities between the two 

literatures as per Table 4.1  

 

However there are several reasons to view the two constructs as two separate and 

distinct constructs (Kuenzi and Schminke, 2009). James et al. (2008) identified that 

‘the development of literatures on climate and culture initially proceeded 

independently’. The climate literature has a longer history than culture and each 

stems from different academic roots (Kuenzi and Schminke, 2009). Rousseau (1988) 

concurred and remarked that climate is a mature concept in organisational research.  
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Areas of Convergence Examples of Convergence 

Definition of the 

Phenomenon 

Both focus on the internal social psychological 

environment as a holistic, collectively defined social 

context 

Central Theoretical Issues Shared dilemma: context is created by interaction, 

but context determines interaction. 

Definition of domain varies greatly by individual 

theorist  

    -Dynamics between the whole and the part  

    -Multiple layers of analysis  

    -Dimensions vs. holistic analysis  

    -Subcultures vs. unitary culture 

Content & Substance High overlap between the dimensions studied by 

quantitative culture researcher and earlier studies by 

climate researchers 

Epistemology & Methods Recent emergence of quantitative culture studies and 

qualitative climate studies 

Theoretical Foundations Roots of culture research are in social 

constructionism. Roots of climate research are in 

Lewinian field theory. Many recent studies have 

crossed or combined these traditions 

Table 4.1 Areas of Convergence in the Culture and Climate Literature 

Source: Denison (1996, p. 627) 

 

The climate literature has been around for a considerably longer period than culture 

(Denison 1996).  The definition of what constitutes culture was more concrete than 

climate in its early stages. In the beginning of the climate literature there were a wide 

variety of classifications for climate. Reichers and Schneider (1990) pointed out that 

the definition of climate was left unattended to for many years. It was not till the 

major introduction of the concept in the late 1960s that Litwin and Stringer (1968) 

focused on defining the concept of climate.  
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Hellriegal and Slocum Jr, (1974, p. 256) definition of work climate was ‘a set of 

attributes which can be perceived about a particular organisation and/or its 

subsystems, and that may be induced from the way that organisation and/or its 

subsystems deal with their members and environment’. For almost thirty years the 

climate concept was left open to debate (Reichers and Schneider, 1990). On the other 

hand, the construct of culture was defined at its very beginning. ‘Culture researchers 

have devoted numerous articles and books to explorations of the nature of concept, 

to its definition, and to discussions of what it is and is not ‘in’ the concept of culture 

(for example, norms, values, shared meaning and/or rituals, myths, artefacts, 

languages, assumptions, and so on)’(Reichers and Schneider, 1990, p. 18).  

 

By examining their history and definitions it can clearly be acknowledged that the 

two concepts have fundamentally different roots. Denison (1996, p. 634) noted that 

‘the climate literature has its roots in the field theory of Kurt Lewin (1951), whereas 

the culture literature is grounded in the symbolic interaction and social construction 

perspectives developed by Mead (1934) and Berger and Luckmann (1966)’. Within 

the roots of climate literature, organisational effectiveness was an important aspect to 

understand and the climate construct helped to understand why some organisations 

were more effective than others (Reichers and Schneider, 1990). ‘In contrast, 

effectiveness is not an important aspect to anthropology, especially in comparative or 

cultural anthropology; description is the issue’ (Reichers and Schneider, 1990, p. 

20). The study of culture concerns itself with comparisons not with the effectiveness 

of an organisation.  
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Furthermore, the social construction perspective and the symbolic interaction 

perspective are in contrast to the Lewinian perspective as they suggest that the 

environment and the person cannot be analytically separated and that the ‘members 

of the social systems are best regarded as being agents and subjects simultaneously’ 

(Denison, 1996, p. 635). The Lewinian perspective, developed from Kurt Lewin 

(1951) field theory, is distinct from the cultural perspective of social construction as 

it separates the person from the social environment (Edwards, 2008). Climate stems 

from the Gestalt school of thought, where perceptions play a vital role, where as 

culture stems from the social construct. ‘These distinct ancestries have affected both 

the study and measurement of the climate and culture’ literatures (Kuenzi and 

Schminke, 2009, p. 638).  

 

Denison (1996) formed a table to highlight the main differences between the climate 

and culture literatures. Table 4.2 presents a summary of the contrasts that exist in 

epistemology, point of view, methodology, level of analysis, temporal orientation, 

theoretical foundations, and disciplinary base of the culture and climate perspectives. 
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Difference Culture Literature Climate Literature 

Epistemology Contextualized and 

Idiographic 

Comparative & normative 

Point of View Emic (native point of 

view) 

Etic (researcher’s 

viewpoint) 

Methodology Qualitative field 

observations 

Quantitative survey data  

Level of Analysis Underlying values and 

Assumptions 

Surface-level 

manifestation 

Temporal orientation Historical evaluation A historical snapshot 

Theoretical Foundations  Social construction; 

Critical theory 

Lewinian field theory 

Discipline Sociology & anthropology Psychology 

Table 4.2 Areas of Difference in the Culture and Climate Literature 

Source: Denison (1996, p.625) 

 

As previously examined, psychological climate was the study of the perceptual 

measurement of individual attributes and is based on perceptions of individual 

aspects of the work (James and Jones, 1974, Glick, 1985, Denison, 1996, Burke et 

al., 2002). On the other hand organisational climate represents a shared perception 

that people attach to particular aspects of the work place (Schneider and Reichers, 

1983, Ostroff, 1993, Denison, 1996). However, as James et al (2008, p.20) 

importantly clarified ‘climate remains a property of the individuals regardless of the 

agreement or disagreement among individuals perceptions’. When there is agreement 

among individuals within a work unit then individual perceptions are shared and can 

be grouped togather to characterise a work unit, which is called organisational 

climate, but the perceptions still remain the property of the individual regardless if 

they are grouped together or not (James, 1982). Thus aggregation does not change 

the definition of the climate construct (James et al., 2008). 
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On the other hand, culture is defined by the system values and shared behavioural 

expectations in an organisation (Katz and Kahn, 1978, James et al., 2008). ‘The 

system values and system norms are often viewed as the products of group dynamic, 

namely interactions among systems members designed to collectively develop 

(create, enact, evolve) a set of socially constructed schemas for making sense out of 

the function of the system’ (James et al., 2008, p. 21, see, Katz and Kahn, 1978, for a 

review). Similarly to psychological climate, these socially constructed groupings 

form a basis for identifying what it is that is significant about the system (James et 

al., 2008). James et al. (2008, p. 21) point out that ‘unlike those related to 

psychological climate, however, beliefs pertaining to system functioning are not 

designed to reflect individuals personal valuations’. What differentiates climate from 

culture is that climate reflects an individual’s perception or orientation and is a 

property of the individual at both psychological level and organisational level, 

whereas culture reflects a system-level orientation and is part of the system (James et 

al., 2008). According to James et al. (2008, p. 20), ‘this individual-versus-system 

orientation is a key to set climate and culture as two distinct constructs.’ The 

predominant climate contributions that have relationships with the service marketing 

literature will be looked at next. 

 

4.4 Climate Contributions  

 

4.4.1 Attraction-Selection-Attrition Model (ASA) 
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Schneider and his colleagues, (Schneider, 1978, Schneider, 1987, Schneider and 

Reichers, 1983, Reichers, 1987) explored the issue of where organisational climates 

came from through what they called an ‘Attraction-Selection-Attrition’ (ASA) 

process. The ASA framework is based on the assumption that people within an 

organisation become more similar in their disposition over time and due to this they 

become more homogenous in attitude (Schneider et al., 1995). It was Schneider 

(1978) who proposed a person-oriented model of organisational behaviour and from 

this he further proposed that organisations become defined by the people in them as a 

natural outcome of ASA cycle (Schneider, 1987).  

 

The ASA model was first referred to as the selection-attraction-attrition (SAA) 

model and later became the ASA model (Schneider and Reichers, 1983). The ASA 

model ‘outlines a framework for understanding organisational behavior that 

integrates both individual and organisational theories’ (Schneider et al., 1995, p. 

748). The framework proposes that the outcome of three related processes; 

attraction, selection and attrition determine the types of people that can be found in 

an organisation, which consequently defines the nature of the organisation, its 

structure and its climate (Schneider et al., 1995, Schneider, 1987). Schneider 

proposed that organisation processes, such as selection into the organisation and the 

individual’s attraction to an organisation and the attrition from the organisation, 

combine to produce relatively similar memberships in any one organisation 

(Schneider and Reichers, 1983, Schneider, 1987, Schneider et al., 1995). The 

attraction process concerns an individual’s preference for a particular organisation 

based on their personal characteristics or goals and the fit of these characteristics or 

goals with that of the organisation (Schneider et al., 1995). The next step is the 

selection process and this can involve formal or informal selection procedures used 
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by the organisation to choose employees that they find to be most suited to the 

organisations goals or attributes (Schneider et al., 1995). Schneider et al. (1995, p. 

749) indicate that the final step is the attrition process which ‘refers to the idea that 

people will leave an organization they do not fit’. 

 

The concept of ASA can also be related to Internal Marketing (IM). As Berry and 

Parasuraman (1992) pointed out IM relates to the attraction, retention, motivation 

and development of staff. The prime purpose of IM is to create a work climate that 

employee are satisfied to work in (Greene et al. 1994).  According to Schenider and 

Reichers (1983, p. 27) members of the organisation therefore have ‘similar 

perceptions and attach similar meanings to organizational events because the 

members themselves are in some ways similar to each other’. Wangenheim et al. 

(2007, p. 691) concurred and proposed that ‘this is because individuals in a group or 

organisation share certain experiences: an intolerable supervisor and poor working 

conditions, or a very respectful supervisor and positive working conditions’. 

Schneider et al. (1995) suggested that organisational behaviour research supports this 

homogeneity hypothesis. Therefore the development of a positive and satisfactory 

climate enables employees to be better aware and more responsive to customer 

goals, whilst negative climates hinder customer satisfaction. This corresponds with 

the IM and SPC that satisfied employees will influence customer satisfaction.  

 

According to Wangenheim et al. (2007, p. 691) ‘job satisfaction should be related to 

customer satisfaction due to the homogeneity of the working climate within a group 

of employees’. Positive working environments increase job satisfaction affecting 

customer satisfaction, whilst a negative working climate will ultimately decrease 

both employee and customer satisfaction (Wangenheim et al., 2007). Wangenheim et 
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al. (2007) suggest that the ASA framework therefore proposes an existence of a 

service climate in the organisation. 

 

Denison (1996, p. 624) explain that ‘this process [ASA] interestingly portrays the 

dynamics of climate formation in terms of membership changes coupled with 

socialization processes’. The ASA framework proposes that persons make 

environments, which is in contrast to the Lewin’s (1951) P-E model, which forms a 

fundamental cornerstone of the climate literature. As noted, the P-E model suggests 

that the person is separate from the environment. Whereas the ASA framework 

promoted the idea that ‘the situation is not independent of the people in the setting; 

the situation is the people there behaving as they do’ (Schneider et al., 1995, p. 751). 

Schneider (1987) suggests that Kurt Lewin may have overstated the case when he 

proposed that behaviour is a function of person. Denison (1996) acknowledged that 

it was during the 1980’s, when there was growing influence of the culture 

perceptive, that research into where organisational climates came from appeared 

through the process of the ASA framework. In discussing the ASA framework, 

Schneider et al. (1995) updated the framework and suggest that the people in the 

organisation determine structure, process and culture. The ASA framework 

originated from the climate literature but according to Schneider et al. (1995) it plays 

a role in determining the culture of the organisation. This shift towards a culture 

perspective may have been due to the large presence of cultural research that was 

taking place during the 1980s.  

 

However as Denison (1996) observed culture and climate are two distinct concepts 

and should be treated as such. Overall the ASA framework suggests that the work 
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climate can affect employee satisfaction, which in turn affects customer satisfaction, 

thus giving support to the Service Profit Chain (SPC). Emotional contagion, which 

will be looked at next, gives an alternative approach to understanding employee 

satisfaction affecting customer satisfaction. 

 

4.4.2 Emotional Contagion 

 

The concept of emotional contagion has been used in the marketing research to 

explain the link between employee satisfaction and customer satisfaction (Tombs 

and McColl-Kennedy, 2003, Homburg and Stock, 2004, Wangenheim et al., 2007). 

It attempts to explain how emotions are transmitted between people (Barger and 

Grandey, 2006). Howard and Gengler (2001, p. 189) explained that emotional 

contagion ‘refers to someone (hereafter the receiver) catching the emotion being 

experienced by another (hereafter the sender), wherein the emotion of the receiver 

converges with that of the sender’.  

 

There are two main foci of the emotional contagion hypothesis, firstly it suggests 

‘that some processes are responsible for emotional contagion and secondly, it 

suggests that there are strong individual differences in the way that some people are 

susceptible to emotional contagion or are able to transmit their emotions to others’ 

(Verbeke, 1997, p. 620). Verbeke (1997, p. 620) found that ‘in interactions, people 

automatically and continually tend to mimic and synchronise their movements with 

the facial expressions, voices, postures movements, and the instrumental behaviours 

of others’. This process of copying others is called primitive emotional contagion 

(Barger and Grandey, 2006). The process of primitive emotional contagion refers to 
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how emotions infect others via an automatic process which involves two 

mechanisms, feedback and mimicry (Barger and Grandey, 2006). According to 

Hatfield et al. (1994) mimicry is the tendency to imitate others expressions or 

behaviours, whilst feedback is the response mechanism for the observed expression 

or behaviour. Within the emotional contagion hypothesis the main focus is on the 

facial expressions of others (Verbeke, 1997).  

 

Emotional contagion theory suggests that there are transmitters and infection-prone 

people. Transmitters are those that transmit their emotions on to others. According to 

Hatfield et al. (1994, p. 138) transmitters are ‘charismatic, colorful, and entertaining; 

had often taught, lectured, or worked as a salesperson ... [they] scored high on 

dominance, affiliation and exhibition’. The controlling ability of the transmitter is 

not a conscious process but rather a automatic response or implicit one (Verbeke, 

1997). The infection prone people or catchers are those that are susceptible to the 

emotions of others. They focus attention on other peoples’ emotions that are around 

them (Hatfield et al., 1994).  

 

Due to their susceptibility, infection-prone people tend to make those that they are 

communicating to, for example a customer, feel relaxed and the receiver, customer, 

is likely to communicate more information back to the infection-prone person 

(Verbeke, 1997). Similarly to transmitters, infection prone people are unaware of 

their attentional involvement towards those around them. Verbeke (1997) suggested 

that infection-prone people can make themselves miserable due to them being 

susceptible to negative emotions of others around them, and emotionally negative 
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individuals like to express how they are feeling and are drawn towards those that are 

empathetic.  

 

Hatfield et al. (1994) highlighted that although some people are susceptible and 

others transmitters of emotions, the two categories are not mutually exclusive. Based 

on Hatfield et al. (1994) work, Verbeke (1997) suggested a possible fourfold 

typology as per table 4.3. Hatfield et al. (1994) suggested that there exists four 

separate types of individuals within the emotional contagion research; charismatics, 

empathetics, expansives and blands.  

 

 High Ability to Infect 

(High Primitive Control) 

Low Ability to Infect 

(Low Primitive Control) 

High Capability to be Infected 

(High Primitive Empathy) 

Low Capability to be Infected 

(Low Primitive Empathy) 

Charismatics (CH) 

 

 

Expansives (EX) 

Empathetics (EM) 

 

 

Blands (BL) 

Table 4.3 The Typology of People Based upon Their Emotional Constitution 

Source: Verbeke (1997, p. 622) 

 

Charismatics are able to infect the emotions of those around them and are easily 

infected by emotions of others. Empathetics are susceptible to emotions, they catch 

others emotions but are not easily able to infect others with their own emotions 

(Hatfield et al., 1994). The third group are called expansive, they are able to infect 

others but have no empathy towards those that they are infecting. Expansives may 

display inappropriate behaviours, for example making a joke at a funeral (Verbeke, 

1997). The last group are called blands and are unable to infect others and are not 

infected by those emotions of others around them (Hatfield et al., 1994). 
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Howard and Gengler (2001, p. 198) found that ‘when senders were happy and 

receivers liked the senders, receiver emotions converged with the happy emotion of 

senders, and a positive attitudinal bias occurred.’ Thus in a service context, when 

employees are satisfied this satisfaction can be transferred over to the customer. 

Brown and Lam (2008, p. 245) noted that emotional cognition suggests ‘that affect 

transfer alone (i.e exclusive of quality or value considerations) is sufficient to 

account for ES [employee satisfaction] -customer response relationships’. However 

emotional cognition may be limited in its scope in explaining the employee-customer 

satisfaction link. In describing their social-servicescape model Tombs and McColl-

Kennedy (2003) incorporate the concept of emotional cognition and purchase 

occasion. They suggest ‘customers interact with each other, either consciously or 

subconsciously, their affective state is likely to be influenced by the displayed 

emotions of their fellow customers’ and that ‘purchase occasion will determine the 

spatial layout of the customers, their sociability and whether they identify as part of a 

larger group’ (Tombs and McColl-Kennedy, 2003, p. 462). 

 

The Service Profit Chain (SPC) framework further extends the scope of the 

emotional cognition, by suggesting that satisfied employees are more productive, 

provide better service quality and perceived value, leading to higher customer 

satisfaction. Brown and Lam (2008, p. 245) clarified that ‘while this view is not 

incompatible with emotional contagion, its scope is greater, as it suggests a 

cumulative perceptions of service quality and value are foundations of ES [employee 

satisfaction] customer response relationships’. 
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4.5 Facet Specific: Employee Environmental Stimuli 

 

‘Disregarding the well-documented effects of the physical work environment on 

people’s behaviour leaves behavioural variance unexplained and the relationships 

between environmental variables and measures of interest to researchers and 

practitioners (e.g staff turnover, satisfaction and commitment) unexplored.’ 

(Carlopio, 1996, p. 330) 

 

Although early researchers argued that atmospherics or climates created in work 

places have significant consequences on employee behaviours (Newman et al., 1966, 

Schneider, 1975, Davis, 1984), the main focus of research relating to work climates 

relates to psychological climate, organisational climate or global climate. In more 

recent years, there has been particular emphasis on many facet specific climate 

dimensions such as climate for safety or climate for service (Schulte et al., 2006a, 

Sowinski et al., 2008). Babin and Boles (1996) mention the retail work environment 

and suggest it is sometimes called climate, though they examined supportive work 

environments relating to supervisor support, role stress and did not relate their 

research to environmental stimuli. 

 

This diverse range of research has provided an increased understanding of work 

climates in certain facet specific climates. However, one facet specific climate that 

has been overlooked in the literature is how physical environmental stimuli, as 

suggested by Davis (1984), impacts employees. Davis (1984) suggested that physical 

environmental stimuli consisted of physical structure, physical stimuli and symbolic 

artefacts. These are almost identical to Bitner’s (1992) three dimensions of the 

servicescape that have been thoroughly examined in chapter three. 
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Early on, Newman (1966) highlighted the need for research into music and Davis 

(1984, p. 282) advocated for research ‘to examine how the physical environment can 

be modified to support more efficient behaviour’. Carlopio (1996, p. 330) reinforced 

the need for research by advocating that ‘many theories of behaviour at work fail to 

consider the effects of the physical environment on employee behaviour and 

attitudes.’ More recently, Parish et al. (2008) highlighted that the physical 

environment or servicescape is often considered less important by managers than 

other motivational variables.  

 

Brief and Weiss (2002, p. 292) highlighted that research on ‘affective reactions to 

the physical work environments is small and eclectic, but interesting’. Oldham and 

colleagues are some of the few researchers who examined elements of environmental 

stimuli impacting employees (Oldham and Rotchford, 1983, Oldham et al., 1991, 

Oldham et al. 1995). However, their research is very limited in terms of how they 

examine environmental stimuli, but also in what they are measuring. They examine 

darkness, density or spatial density, accessibility and music (Oldham and Rotchford, 

1983, Oldham et al., 1991, Oldham et al., 1995). Their research largely ignores the 

three dimensions of the physical work environment as proposed by Davis (1984) and 

they do not examine service environments where customers will also be present. 

 

Most recently, Skandrani (2011, p. 52) highlighted the considerable lack of empirical 

research, ‘despite the accumulated body of knowledge, little interest has been 

directed to how these store atmospherics might affect employees’. Skandrani et al. 

(2011) further note that despite the widely recognised importance of the IM and 

growing interest of the employee-customer satisfaction performance relationship, 
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research on environmental stimuli impacting employees is astonishingly scant. They 

carried out qualitative research examining different environmental stimuli and found 

music to be of particular significance for employees. Furthermore as noted in the 

SPC ‘workplace design’ form part of the internal service quality for employee 

(Heskett et al. 1994). 

 

4.6 Conclusion 

 

The focus of this research is on the environmental stimuli impacting employees and 

customers in a service environment. As can be seen, elements of both the work 

climate literature and the services marketing literature have their foundations in the 

SOR paradigm. However, each literature has a separate focus; work climate relates 

to employees environmental stimuli, emotional cognition and Lewin’s (1951) field 

theory; whereas services marketing literature relates to the customer environmental 

stimuli or servicescape, the SPC and satisfaction mirror. Due to each having a unique 

focus it was essential to include aspects from both literatures in designing the 

proposed model, as its foundations are based on the SOR paradigm. Furthermore, the 

SPC specifies the relationships between employees and customers in a service 

setting. The next chapter will discuss how the model was formed by incorporating 

elements from each of the areas discussed within the four literature chapters.
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5 CHAPTER 5 Methodology 

 

 

 

 

 

 

 

 

 

 

‘A primary objective of virtually all research is to make sense of some aspect of the 

world experiences’ 

       (Bagozzi and Yi, 2012, p. 12) 
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5.1 Research Methodology 

 

Having examined the extant literatures, the methodology, to address the research aim 

and objectives, can now be considered. This chapter specifies the research process 

that was taken for the research. In outlining the research process, the aims and 

objectives are proposed, hypotheses constructed, model re-presented and research 

framework assembled. A predominantly positivistic approach is taken for the data 

collection stage. Before examining the quantitative data collection stage, the 

managerial discussions leading to the development of the questionnaire will be 

discussed. An analysis of the pilot questionnaire is discussed in order to gain an 

understanding of the issues underlying the final questionnaire. The chapter will close 

with a description of the two step approach of analysis proposed by Anderson and 

Gerbing (1988) for using Structural Equation Modelling (SEM). 

 

5.2 The Research Process 

 

Before outlining the research process it is appropriate to specify the philosophical 

assumption being taken as it will constitute the foundations for the research. 

According to Aubert-Gamet (1997, p. 27) ‘the environmental impacts of physical 

settings on consumer behaviour have been analysed using the positivist paradigm’. 

In their study on emotions and satisfaction, Bigne et al. (2005) followed a positivist 

paradigm. Donaldson (1996) indicated that a positivist approach is informed by 

empirical research and is built open from the data. Based on past research on the 

impact of environmental stimuli both on users’ behaviour and their feelings, a 

predominantly positivist approach was taken for this research 
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The research process can take many formats. Many authors develop their own 

process and stages of research, examples in the extant literature reviewed include 

(Donovan and Rossiter, 1982, Donovan et al., 1994, Babin et al., 2003, Paulin et al., 

2006, Kim and Moon, 2009, Schneider et al., 2009). However, authors mostly follow 

a similar process of steps. Firstly and most importantly they have a problem 

definition and then they develop a research design or plan of action, determine their 

sample frame, collect the data, analyse the data and present the findings 

academically and sometimes tailor them for a managerial perspective. Hu and Jasper 

(2010) in their study on store image and its effects on customers, Schneider et al.’s 

(2009) research on service climate and customer satisfaction and Lariviére’s (2008) 

study on the SPC all followed similar steps in their research process. 

 

The first key step that any researcher should take is to find out what the research is 

hoping to achieve (Saunders et al., 1997). Thus the problem definition identifies 

what needs to be addressed and gives the research a focus. The review of the 

literature has identified three significant gaps in need of attention and these will be 

summarised next.  

 

Firstly Homburg et al. (2009) noted that, despite the widespread acceptance of many 

of the links in the SPC, further research examining both customer and employee 

responses and the impact on financial performance is essential to the development of 

the literature. Traditionally the links in the SPC have been looked at in isolation 

(Anderson et al., 1994, Anderson et al., 2004, Brown and Lam, 2008). A limited set 

of authors have examined more than one link in the chain (Hallowell, 1996, 

Loveman, 1998, Gelade and Young, 2005, Chi and Gursoy, 2009).  
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Secondly with regard to the servicescape literature, examination of many elements of 

the environmental stimuli such as music, colour, lighting, layout in any one study is 

rare (Reimer and Kuehn, 2005, Ezeh and Harris, 2007). Past research has mainly 

examined only single components in isolation such as music (Herrington and 

Capella, 1994, Dubé et al., 1995, Herrington and Capella, 1996, Morin et al., 2007), 

lighting (Areni and Kim, 1994, Cuttle and Brandston, 1995, Summers and Herbert, 

2001), olfaction (Spangenberg et al., 1996), colour (Bellizzi and Hite, 1992), with 

some authors looking at two components (Mattila and Wirtz, 2001, Spangenberg et 

al., 2005).  

 

Thirdly, past research has been predominantly customer focused. Hoffman and 

Turley (2002, p. 33) strongly stated that ‘clearly the interaction of the inanimate 

environment, contact personnel and other customers is an important area of study’. 

An apparent area that has been under researched is the impact of environmental 

stimuli on employees. The impact of the environmental stimuli on employees is not 

fully understood (Bitner, 1992, Parish et al., 2008, Skandrani et al., 2011). Parish et 

al. (2008, p. 236) noted that ‘a facilities design is important not only because of its 

direct effect on customers’ experience but also because of its possible indirect effect 

due to the building impact on service providers’. Han and Ryu (2009, p. 488) 

suggested that despite the indications that the tangible environment impacts on 

customer satisfaction and the formation of customer loyalty there is ‘surprisingly 

little research in the service literature’. This research will therefore combine the 

servicescape literature and the climate literature with the SPC literature.  
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5.3 The Research Framework 

 

As noted, over the past few years there has been a growing literature within the 

services marketing and the organisational behaviour literature implying that 

environmental stimuli impact both the customer and the employee (Schneider and 

Bowen, 1985, Wiley, 1991, Bitner, 1992, Schneider et al., 2000, Homburg and 

Stock, 2004, Kim and Moon, 2009, Schneider et al., 2009). Bigné et al. (2005) 

indicated that early studies focused on understanding this influencing behaviour from 

a theoretical standpoint.  

 

The implications of previous research suggest that organisations need to be acutely 

aware of how they manage a wide range of internal design issues because they 

appear to affect the perceptions, emotional state and behavioural intentions of 

employees and the customers. As explained in chapter two, it was Mehrabian and 

Russell (1974) that suggested SOR as a broad theoretical environmental psychology 

model to explain the interactions of individuals, their emotions and their 

environment. This model has been used extensively within the literature (Bitner, 

1992, Mano and Oliver, 1993, Donovan et al., 1994, Spies et al., 1997, Turley and 

Milliman, 2000, Mattila and Wirtz, 2001, Newman, 2007, Parish et al., 2008, 

Rosenbaum and Massiah, 2011).  

 

Figure 5.1 presents the theoretical model proposed for this research. It has been 

developed from the building blocks of previous research streams. This model clearly 

acknowledges the fundamentals of the Mehrabian and Russell (1974) broad 

environmental psychological framework. In acknowledging the SOR framework this 
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research draws from three main literatures, service marketing, environmental 

psychology and the climate literature. Specifically this research examines aspects of 

the servicescape model and the SPC. These graphical models isolate variables and 

suggest that relationships exist between them.  

 

In the proposed theoretical model, elements of the environmental stimuli, the S 

component, affect both the customers and employees emotional response, the O 

component, resulting in employee loyalty or customer loyalty, the R component, 

with the final factor in the proposed model being the financial performance. Each 

link within the proposed model will be discussed and the hypotheses within the 

model are developed. First the research aim and objectives will be examined. 

 

5.4 Research Aim and Objectives 

 

5.4.1 Research Aim 

 

The aim of this research is to investigate the impact of environmental stimuli on the 

emotional responses of both the customer and the employee, the implications that 

these stimuli have on their behavioural responses and the subsequent effect on the 

financial performance. 
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Figure 5.1 Proposed Model  
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According to Davis (1984) and Hoffman and Turley (2002) environmental stimuli 

can be broken down into three dimensions, facility exterior, facility interior and other 

tangibles. Shostack (1977) and Davis (1984) remarked that these three dimensions 

are controllable. Based on previous research (Bitner, 1992, Wakefield and Blodgett, 

1996a, Schneider et al., 1998, Ezeh and Harris, 2007, Newman, 2007, Parish et al., 

2008, Kim and Moon, 2009, Miles et al., 2012) it is assumed that if the elements of 

the environmental stimuli are controllable, such as the music played, layout chosen 

and colour used, that then human behaviour can be influenced. As noted the focus of 

this research is to examine the impact of the environmental stimuli on the SPC. In 

order to achieve this, the following objectives have been developed along with the 

links within the proposed model. 

 

In the literature chapters, the terms atmospherics, servicescape, environmental 

stimuli, service environments, physical environment, physical work environment, 

work climate and climate has been used in different circumstances throughout the 

different streams of literature. Mainly, servicescape relates to customers and physical 

work climate relates to employees. Overall the term environmental stimuli will be 

used in explaining the objectives. However, where authors have specifically used 

their own terminology, their term will be used in the discussion of the objectives. 

 

5.4.2 Research Objective 1 

 

The first objective is to explore the links in the SPC. This subsection will be 

organised by the links in the chain. 
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Link: Employee Satisfaction-Employee Loyalty 

 

The SPC suggested that employee satisfaction with the job will lead to employees 

staying in their job for longer (Heskett et al., 1997, Parish et al., 2008). Rust et al. 

(1996) agreed and noted that satisfaction in the job resulted in intention to remain in 

the job and that these intentions translate into behaviour, employee retention or 

loyalty. Hesket et al. (1994) indicated that loyalty is driven by employee satisfaction. 

From this the following hypothesis was developed 

 

H1 Employee Satisfaction positively influences Employee Loyalty 

 

Link: Employee Satisfaction-Customer Satisfaction 

 

Silvestro (2002, p. 33) noted that ‘in the service literature, awareness of the ways in 

which employees can directly impact upon customer perceptions of the service has 

led to general acceptance of what Heskett et al. (1997) refer to as the ‘satisfaction 

mirror’’. This implies that employee satisfaction is reflected in terms of customer 

satisfaction (Heskett et al., 1997). Pugh (2001, p. 1020) suggested that ‘customers 

when exposed to the emotional displays of employees, experience corresponding 

changes in their own affective state’. The work climate literature also stresses the 

concept of emotional cognition which parallels the ‘satisfaction mirror’ concept. 

Howard and Gengler (2001) and Barger and Grandey (2006) indicated that 

emotional cognition attempts to explain how emotions are transmitted between 

people. 
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Along with the general acceptance in the literature for the link between employee 

satisfaction and customer satisfaction, there has been some empirical support (Wiley, 

1991, Schneider and Bowen, 1993). Homburg and Stock (2004) found that 

employee’s job satisfaction positively influenced customer satisfaction in a B2B 

context. The following hypothesis was developed, 

 

H2 Employee Satisfaction positively influences Customer Satisfaction 

 

Link: Employee Loyalty- Customer Satisfaction 

 

Rust et al. (1996) noted that employees who stay in their jobs develop relationships 

with customers and that these relationships lay a foundation for a cycle of positive 

interactions between employees and customers (Schlesinger and Heskett, 1991, 

Heskett et al., 1994, Wallace and De Chernatony, 2009). ‘Employees who perceive 

relationships with customers provide better service. Customers who receive better 

service express fewer complaints and thereby create fewer problems for employees. 

Employees in turn react more favourably to encounters with customers. These 

reactions result in better service which again leads to higher customer satisfaction’ 

(Rust et al., 1996, p.63).  

 

Rust et al. (1996) concured with Heskett et al.’s (1994, p. 167) proposed linkage that 

‘low employee turnover was found to be linked closely to high customer 

satisfaction’. Wallace and De Chernatony (2009) agreed and suggested that 

committed employees stay with the organisation and their retention results in 

customer satisfaction. The following hypothesis was proposed. 
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H3 Employee Loyalty positively influences Customer Satisfaction 

 

Link: Employee Loyalty- Service Quality  

 

As noted a direct link between employee loyalty and customer satisfaction has been 

generally accepted within the literature. However service quality has been noted to 

precede customer satisfaction. According to Hesket et al. (1997) and Loveman 

(1998) employee loyalty impacts service quality. Empirical evidence to support a 

link between employees experience with their work environment and customers 

evaluations of the service quality have been found (Schneider and Bowen, 1985, 

Schneider et al., 1980, Schneider et al., 1998, Schneider, 1990, Schneider et al., 

2000). Dean (2004) indicated that it is the positive environment for employees that 

can lead to perceived service quality for the customer. In his research on the SPC 

Loveman (1998) did not measure service quality due to data constraints but 

suggested employee loyalty played a vital role in service quality. The following 

hypothesis was developed.  

 

H4 Employee Loyalty positively influences Service Quality 

 

Link: Service Quality- Customer Satisfaction 

 

Bitner (1990) noted that originally it was proposed that customer satisfaction 

preceded service quality. However, due to past empirical and conceptual work it is 

now widely accepted that service quality precedes customer satisfaction (Anderson 

et al., 1994, Heskett et al., 1997, Cronin Jr et al., 2000, Brady and Robertson, 2001, 
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Pollack, 2009). Lazarus (1982) suggested in his appraisal-emotional response 

framework that cognitive appraisal occurs prior to affective appraisal. As previously 

discussed service quality is considered to be cognitively orientated whilst customer 

satisfaction is considered to be both cognitive and affective.  

 

In line with the idea that the more cognitive construct (service quality) should 

precede the more affective (customer satisfaction) construct (Brady and Robertson, 

2001) and from the SPC line of thought (Heskett et al., 1994), the following 

hypothesis was developed.  

 

H5 Service Quality positively influences Customer Satisfaction 

 

Employee perceptions of service quality are not being examined as objective one 

relates to examining the links in the SPC. The SPC suggests that service quality 

influences customer satisfaction and does not suggest that service quality influences 

employee satisfaction. Therefore the employee perspective of service quality is not 

being examined.  

 

Link: Customer Satisfaction-Customer Loyalty 

 

It is generally acknowledged and accepted that customers who are satisfied with a 

service will return and repeat purchase. There is an overlap between the servicescape 

literature and the SPC framework relating to satisfaction and loyalty. The 

servicescape literature suggests that the physical environment affects satisfaction 

which can influence desire to return. Donovan and Rossiter (1982) found empirical 
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evidence that customers Pleasure feeling, derived from the physical environment, 

influences customers likelihood to return. Wakefield and Blodgett (1996, p. 52) 

noted that ‘satisfaction with the servicescape was found to have a positive effect on 

customers’ repatronage intentions’. Whilst Heskett et al. (1994) SPC framework 

proposed that customer satisfaction drives customer loyalty. In his study Hallowell 

(1996) found empirical research supporting the relationship between customer 

satisfaction and customer loyalty. Both literatures suggest that satisfaction effects 

loyalty. Both attitudinal loyalty and behavioural loyalty will be examined. From this 

the following hypotheses were developed.  

 

H6a Customer Satisfaction positively influences Customer Loyalty Attitudinal  

 

H6b Customer Satisfaction positively influences Customer Loyalty Behavioural 

 

Link: Customer Loyalty-Financial Performance 

 

Gelade and Young (2005, p. 5) noted that within the literature there is a ‘general 

conception of a link between customer satisfaction and financial performance’. 

Wiley (1991, p. 117) concurred and noted that ‘from a marketing perspective, 

providing high levels of customer satisfaction is a key mechanism for the guarantee 

of customer retention’ and from a ‘financial performance perspective achieving high 

levels of customer satisfaction is seen as a natural and logical means for increasing’ 

financial performance.  
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Hallowell (1996) found, through quantitative research, that customer satisfaction is 

related to profit through customer loyalty. Anderson and Mittel (2000) pointed out 

that customers become profitable over time by becoming loyal to the store. However, 

Heskett et al. (1994) provided little empirical research and Silvestro and Cross 

(2000) suggested that more research is needed. Schneider et al. (2009) also indicated 

that the role of customer satisfaction as a mediator between service climates and 

financial outcomes has not been formally proposed or tested. The following 

hypotheses were developed.  

 

H7a Customer Loyalty Attitudinal positively influences Financial Performance 

 

H7b Customer Loyalty Behavioural positively influences Financial Performance 

 

Link: Employee Loyalty-Financial Performance  

 

Chi and Gursoy (2009) indicated that similar to the link between customers and 

financial performance, the same holds true for employees. Retention of employees 

achieves a better financial performance due to a decrease in costs (Green and 

Tsitsianis, 2005, Hsu and Wang, 2008). However, findings of this link have been 

mixed. Chi and Gursoy (2009) found no direct link but indicated that the relationship 

between employee loyalty and financial performance is mediated by customer 

satisfaction. Loveman (1998) indicated that further research is needed to examine the 

relationship. From the literature the following hypothesis was proposed.  

 

H8 Employee Loyalty positively influences Financial Performance 
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5.4.3 Research Objective 2 

 

The second objective is to evaluate the relationship between the environmental 

stimuli and service quality. 

 

Within the literature elements of the environmental stimuli have been incorporated 

into the service quality dimension (Brady and Cronin Jr, 2001, Pollack, 2009). 

However Baker et al. (1994), Reimer and Kuehn (2005) and Hooper et al. (2013) 

found support that environmental stimuli are an antecedent to service quality. There 

is considerable support for the association between environmental stimuli and 

service quality. Bitner (1992), Spangenberg et al. (1996) and Reimer and Kuehn 

(2005) all considered the influence of the environmental stimuli on customers’ 

evaluations. Due to services being intangible the customer often needs to be present, 

and the surrounding environmental stimuli can have a significant influence on 

perceptions of the overall quality of the service encounter (Bitner, 1992). The 

following hypothesis was developed: 

 

H9 Environmental Stimuli positively influences Service Quality 

 

5.4.4 Research Objective 3 

 

The third objective is to assess the link between environmental stimuli and the 

emotional responses of customers and employees. This is broken into two aspects. 

The first is the link between environmental stimuli and customer 

satisfaction/employee satisfaction, which contains an affective component. The 
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second concerns emotions themselves and their links to environmental stimuli and 

customer satisfaction/employee satisfaction. 

 

Environmental Stimuli-Customer Satisfaction/Employee Satisfaction 

 

Bitner’s (1992) framework suggested that the servicescape can affect customer 

responses, such as satisfaction. However the empirical evidence on the servicescape, 

as a whole, impacting responses is surprisingly scant though a number of authors 

have attempted to examine the link between elements of the environmental stimuli 

and customer satisfaction (Wakefield and Blodgett, 1994, Wakefield and Blodgett, 

1996, Hightower et al., 2002, Wu and Liang, 2009). The first of these was Wakefield 

and Blodgett (1994) who conducted an experimental study on students’ perceived 

satisfaction of a sports stadium. This study was limited due to students’ satisfaction 

with the servicescape being measured rather than developing a measure for the 

servicescape itself. In their later study, Wakefield and Blodgett (1996) addressed this 

limitation and developed a measure for the servicescape and conducted field 

research.  

 

However, they did not look at the entire servicescape but rather the layout, facility 

aesthetics, seating, electronic equipment and cleanliness of the environment. They 

found that servicescapes are important determinants of customer behavioural 

intentions. Hightower et al. (2002, p. 703) concured and found that the ‘servicescape 

does have a significant influence on consumer behavioral intentions’. They also 

noted that the physical environment has a positive and significant influence on 
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positive affect, which they found to be directly related to behavioural intentions. The 

following hypothesis was developed: 

 

H10a Environmental Stimuli positively influences Customer Satisfaction 

 

Similarly to customer responses, Bitner (1992) suggested that the servicescape can 

affect employee responses, such as employee satisfaction. Davis (1984) indicated 

that organisations’ facilities can also influence employee behaviour. Similarly to 

customer satisfaction, employee satisfaction can be influenced by the environmental 

stimuli. Parish et al. (2008) found that the design of the facility in which employees 

work influence their job satisfaction. The following hypothesis was developed: 

 

H10b Environmental Stimuli positively influences Employee Satisfaction 

 

Environmental Stimuli- PAD 

 

Previous research assumes that emotions can be caused by exposure to specific 

environmental stimuli, which may result in a behavioural response. As noted, this is 

based on the Mehrabian and Russell (1974) model which focuses on three emotional 

states: Pleasure, Arousal and Dominance (Mehrabian and Russell, 1974). In their 

research, Donovan and Rossiter (1982) found that the atmosphere can create a 

pleasurable environment for the customer and Wakefield and Blodgett (1994) found 

that the environmental stimuli directly and positively affect excitement. Similarly, in 

a later study of a sporting venue Hightower et al. (2002) found support for the 

relationship between the physical environment and customers emotional responses. 
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Spies et al (1997) found that customers’ mood improved in a pleasing environment 

and deteriorated in the less pleasant environment. Aubert-Gamet (1997, p. 27) 

indicated that the components of the environmental stimuli ‘affect the emotional 

state of individuals and therefore their behaviour’.  

 

Based on the environmental psychology literature, Kim and Moon’s (2009) research 

explored the relationship between environmental stimuli, customers’ emotions and 

behavioural intentions. In particular, they highlighted the role Pleasure-feeling 

played in understanding the impact of environmental stimuli on behavioural 

intentions. Kim and Moon (2009) found that environmental stimuli directly 

influences customer emotions. In particular, they indicated that the environmental 

stimuli would positively affect customer’s pleasure feeling. Kim and Moon (2009) 

suggested that further research should be carried out examining all three affective 

components, Pleasure, Arousal and Dominance. From the literature this link in the 

model is identified as environmental stimuli affecting emotional responses of both 

employees and customers. The following hypotheses were developed: 

 

H11a Environmental Stimuli positively influences the Emotional Response of 

Pleasure for Customers/Employees  

 

H11b Environmental Stimuli positively influences the Emotional Response of 

Arousal for Customers/Employees 

 

H11c Environmental Stimuli positively influences the Emotional Response of 

Dominance for Customers/Employees 
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PAD-Customer Satisfaction 

 

Wirtz and Bateson (1999) suggested that Pleasure played an important role in 

understanding satisfaction. Bigné et al. (2005) agreed and proposed that the Pleasure 

and Arousal dimension positively influenced visitor satisfaction. From their findings 

Foxall and Greenley (1999) showed that Pleasure, Arousal and Dominance explain 

customer’s verbal expressions of approach-avoidance. Due to its lack of usage within 

the literature, Foxall and Greenley (1999) highlighted the role of the Dominance 

dimension. More recently Newman (2007) found that Dominance is beneficial as a 

measure of affective responses. In line with previous research, that emotion 

positively impacts satisfaction, the following hypotheses were developed: 

 

H12a The Pleasure dimension positively influences Customer Satisfaction. 

 

H12b The Arousal dimension positively influences Customer Satisfaction. 

 

H12c The Dominance dimension positively influences Customer Satisfaction. 

 

PAD-Employee Satisfaction 

 

Bagozzi et al. (1999) noted that we know much less about the role of emotions in 

marketing behaviour compared with behavioural decision research and what we do 

know is confined to consumer behaviour, as opposed to the behaviour of salespeople 

or managers. Foxall and Greenley (1999) pointed out that the failure to find a role for 

Dominance might be due to the narrow range of customer settings used in past 


