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Motivation

1 Motivation

The semiconductor revolution was started by the inventors William Shockley,
Walter Brattain and John Bardeen on 23" December 1947 with the first successfully
tested point-contact transfer resistor (transistor) [Bard50] and [Shoc51]. In the
following years the investigation of suitable semiconductor materials used to
integrate electronic circuits became a major research objective. In 1958 Jack Kilby
created the first integrated circuit at Texas Instruments proving that resistors,
transistors and capacitors could exist on the same semiconductor material [Kilb76].
Only one year later Robert Noyce from Fairchild provided the final piece of the
puzzle. He produced the first chip based on planar Silicon technology [Klin04]. In
1965 Gordon Earl Moore expressed Moore’s Law, which anticipates the doubling of
circuit density and capacity of semiconductor devices every eighteen months or a
quadrupling every three years [Moor65]. The accuracy of this prediction has been
shown over the last four decades [Moor06]. Today, Moore’s following citation is

more than ever an issue.

“Integrated circuits will lead to such wonders as home computers, automatic
controls for automobiles, and personal portable communications equipment.” —
Gordon Earl Moore, then Director of Research & Development, Fairchild
Semiconductor Division, 1965 [Moor65].

The essential driving forces of the semiconductor industry are increasing
complexity, cost reductions of about 25% per annum, power consumptions, speed
and integration of additional functions. Today, billions of transistors together with
other semiconductor devices can be integrated on a single chip [Klin04]. The present
technology enables the production of increasingly larger circuits on increasingly
smaller space. Through this integration it is possible to provide extensive
functionality on a single chip. Nowadays, nearly all consumer and industrial
applications are based on integrated circuits helping to increase the standard of
living. Additionally, in many cases integrated circuits (ICs) facilitate the technical

realisation of systems which would be otherwise too expensive, too complex or




Motivation

which would consume too much power. Integrated circuits are used in both analogue
and digital system design. In analogue integrated circuits many different amplifiers,
filter circuits, sensors and actuators were implemented [Raza08] [Sedr04]. In
contrast digital ICs contain digital state processes and logical linking resulting from

digital technology.

Beside Bipolar, BICMOS and GaAs, CMOS technology exists which is the most
popular and dominant technology for the implementation of digital systems since the
early 1970s [ibid]. This is because of its small size and ease of fabrication.
Therefore, for the analysis of unknown ICs CMOS technology was chosen in this
research. Following Moore’s Law the characteristic size which is the minimum
channel length of the MOS transistor has decreased rapidly over the last years. This
has resulted in a test chip with a published channel length of 32nm on a functioning
300mm wafer [Knap08]. The low power dissipation of MOSFETs inside the IC
enables extremely high levels of integration of both logic and memory circuits. Thus,
very tight circuit packaging and very high levels of integration are possible. Today,
different levels of integration are available. On one hand, small-scale integrated
(SSI) circuit packages contain one to ten logic gates and medium-scale integrated
(MSI) circuit packages contain 10 to 100 gates per chip. These integration levels are
useful for assembling digital systems on printed-circuit boards. On the other hand
the most important application of CMOS technology is very large scale integrated
(VLSI) logic with millions of gates per chip. In some applications different CMOS
integration scales are used. Furthermore, the high input impedance of the MOS
transistor is another advantage of CMOS technology. Thus, the temporary storage of

information in both logic and memory circuits is possible.

The complex structure and thus, the production of CMOS ICs resulted in the
demand for easily and efficient operated test and analysis tools. These tools ensure
high quality output during the manufacturing of integrated circuits and its following
inspection towards their correct operation. However, other applications also require
the detailed knowledge about the function of an IC. In these cases, it is for example
necessary to monitor patent rights of different manufacturers or to obtain additional
information of a system not described in data books. Furthermore, an analysis of

unknown ICs might be required when the label is lost or it is necessary to find out
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more about the internal structure of the integrated circuit. It is also conceivable that
an integrated circuit will become obsolete. Here, the IC’s structure then might be
read out and can be implemented with potentially added functionality into a new IC
to reuse old functions. In this context ASIC to FPGA and FPGA to ASIC
conversions have also become increasingly important over the past decade [Tekm09]
[Atme09]. Normally, the net list of the ASIC or FPGA to be converted is known and
a conversion into the FPGA or ASIC can be accomplished using traditional methods.
In case of lost information or unavailability of information other solutions must be
found. Here, the non-destructive analysis of the input-output behaviour of the IC
investigated might help to solve such problems. Further applications are conceivable
in a wide range of IC design for example in simulation tools where the function of an
unknown simulated model has to be determined. Hence, it is not surprising that
various test and analysis procedures have been developed over the last years.
However, both analysis as well as test procedures use rather similar technology. The
important difference is that test tools already know the correct transition or internal
function before investigating the circuit. Furthermore, the important information
from a test tool is whether the IC works properly or not, which means it simply
passes or fails the test. At first a general overview of current test procedures for ICs
will be given. Traditional invasive and non-invasive procedure will be given in

Section 1.2. Section 1.3 then will provide an overview of the overall thesis.

1.1 Test Procedures

There are several possibilities to support test tools in advance. Firstly, the IC
designer may implement specific hardware to test the IC. These are for example
design-for-testability (DFT) with fault detection [Lu05], built-in self-test (BIST)
[Naka06], scan test [Wang06] and built-in self-repair (BISR) [Alsa06]. Starting with
built-in self-test (BIST) an integrated circuit contains an internal test circuit which
generates test sequences [Char03]. Furthermore, these test sequences are compared
to reference values which results are transmitted to the test environment. Over the
years BISTs have become easier to implement. However, these test circuits need
little space and thus, it is a cost and time effective procedure. BISTs are also used to
prove the correct function of a processor during its power-on and power-off

procedure to detect malfunctions and to avoid complications. There are different
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types of built-in self-tests, for example processor, memory, analogue and mixed
signal BIST as well as boundary scan test. The boundary scan test is one of the most
important test procedures and will be described in the following. In 1990 the Joint
Test Action Group (JTAG) defined the test standard IEEE 1149.1 [JTAGO09] also
known as boundary scan test which can be used to test ICs after manufacture. Figure

1.1 shows the typical structure of a boundary scan IC [Auer96].
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Scan Cell [ Scan Cell
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Figure 1.1: Simplified Boundary Scan Structure

As can be seen in Figure 1.1 additional to the core logic some additional test logic is
implemented in the integrated circuit. Here, it is possible to store significant circuit
states in a shift register, also named boundary scan cells, and to read it out serially
after the test. Using boundary scans on the chip level a large portion of possible
malfunctions can be detected [ibid]. The same procedure can be applied at the board
level. Here, it is possible to detect most of the stuck-at faults, short-circuits or open
wires [ibid]. Another cost and time effective test procedure is the built-in self-repair
(BISR) procedure [Char03]. This procedure is often implemented in combination
with memories. Here, large memories and high-end memory technologies may lead
to an increasing number of defects. Using BISR solutions the defective part of the
memory to be tested can be replaced by redundant blocks which are free of defects.

[f the memory contains critical contents it is possible to disable the defective blocks
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and replace them without losing the original memory content. After having described

traditional test procedures analysis procedures will discussed in the next section.

1.2 Analysis Procedures

Analysis is the process to obtain information about the internal structure and
function of the IC investigated. In contrast to the testing of integrated circuits
analysis procedures do not require any prior knowledge about the internal structure
of the IC. However, analysis tools support the knowledge intensive process of
finding an answer of hidden functions and structures in the ICs investigated [Jarz95].
In this context the analysis will also be described as reverse engineering [Chik90].
Until now, several methods for reverse engineering have been developed and will be
presented next. Traditionally, invasive procedures were used to obtain the internal
function of the IC analysed. However, confidential data of ICs exist which have to
be protected against competitors. Therefore, companies are reluctant to publish
reverse engineering procedures. Nevertheless, in the following a general overview of
the most important both invasive and non-invasive procedures published will be

discussed.

1.2.1 Invasive Analysis Procedures

Basically, the traditional invasive analysis of unknown ICs consists of four main

steps which are given in Figure 1.2 [Ixen09].

Sample .| Image R ll—niézlg .| Data
Preparation Processing Annotation Export

Figure 1.2: Reverse Engineering of ICs in General [ibid]

The sample preparation is the first step followed by the raw die image processing
which recognises cells as well as interconnections. After an electrical design rule
check the layout image is recorded. From this the schematic is automatically
generated in the last step. This includes the data export in various formats such as

Verilog, VHDL or EDIF. As can be seen in Figure 1.2 the sample preparation is the
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first step of the overall analysis procedure. Here, highly precise machines peel the
integrated circuit layer by layer to obtain information about the silicon structure of
the IC under investigation. A delayered IC can be seen on the right photo in Figure

1.3 where the raw die, bonding and pads are dissected.

Figure 1.3: Original (left) and Delayered IC [ibid]

Delayering is the process in which various layers are removed from an IC to be
investigated [Nise09]. This process was developed many years ago. However, it has
been an imperfect procedure. Reactive ion etching (RIE), wet chemistry and
mechanical polishing are the three most important methods currently used [ibid].
Each of these methods has its own drawbacks. The first method reactive ion etching
is only able to etch certain materials. Furthermore, while these etches tend to be
selective the overall RIE process works anisotropic which can be a disadvantage.
The second method used is wet chemical etching. It is a selective procedure but
difficult to control. Therefore, it will often result in etching lower metal layers of the
IC under investigation. The last method often used is mechanical polishing. In
contrast to wet chemical etching mechanical polishing is not very selective.
Moreover, it rounds the edges of the sample being delayered [ibid]. Furthermore,

each material which appears on top is polished. This is a big disadvantage.

After the sample preparation the next step uses photographic and
image-processing systems as well as software tools to determine the function of the
unknown integrated circuit [Blyt93]. This is also called optical inspection of the raw

die. An example of a raw die image can be seen in Figure 1.4.
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Figure 1.4: Raw Die Image of a Metal Layer [Ixen09]

Several optical inspection systems were introduced in the past. However,
Bourbakis presented a knowledge-based expert system for VLSI reverse engineering
procedure to inspect the IC on the wafer optically [Bour02]. Figure 1.5 describes the

image processing in principal.

Visual .| Segmen- Edge
Input 7| tation | Detection

y

Thinning

Y

Figure 1.5: Image Processing Sequence for Shape Extraction [ibid]

The system inputs are usually raw die images as can be seen in Figure 1.4. The
output is the functional behaviour of the entire system. First, the system starts by
scanning the VLSI image. Next, the segmentation separates the component colours
from the layout drawing. Edge detection then extracts the blocks for each layer of the
layout. Finally, thinning simplifies the abstraction of the transistor level
representation. Here, the advantage of the system described is that no test needles are
necessary. Normally, tungsten needles are used which have a size of about 12 to
35um. To make a good contact between the test adapter and the wafer on the silicon
aluminium or copper pads have to be placed on the IC which have a size of about
60um x 60pm. A lot of space is required to place many of such pads which cannot
be used for active parts of the IC. However, if the layout is given the analysis is
easily accessible. This is possible because no package is mounted around the silicon.
However, due to the rapid reduction of the minimum channel length of the MOS
transistor as well as the increasing layer numbers in an IC the traditional reverse

engineering has several drawbacks. First, the etching process will become less
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accurate with decreasing feature sizes. This results in an increasing number of
sample damages. Furthermore, optical inspections are limited by the resolution of the
microscope used which again is becoming more limited by smaller technologies.
Moreover, companies are developing casting compounds with high stability against
etching to protect the IC against reverse engineering [Schd08]. Therefore, it will
become more and more difficult to peel the IC housing without damage to the metal
layers. Furthermore, several layers are currently implemented in an integrated
circuit. In the future three-dimensional circuit elements will be used [Patt06] which
will lead to a further hindrance of traditional reverse engineering. In summary, the
obvious disadvantage of traditional analysis procedures engineering procedures
described is the destruction of the integrated circuit to be analysed. Therefore, the IC
cannot be reused. After having described the traditional invasive analysis procedures

the traditional non-invasive analysis methods are explained in the next section.

1.2.2 Non-Invasive Analysis Procedures

The non-destructive investigation of integrated circuits has become one of the most
important fields of reverse engineering research [Hans99], [Bour02] and [Hans09].
Although the identification of unknown integrated circuits is a difficult problem it
has been studied in different disciplines and at various times [Lee96]. In all cases a
black box is given whose structure has to be identified from its input-output
behaviour only. Moore first proposed the identification problem and provided an
exponential algorithm [Moor56]. He showed that the problem of machine
identification is inherently exponential. In contrast to FSM identification the purpose
of conformance testing is to find out if an IC implementation is different than its
specification. This kind of testing is also called fault diagnosis [Frie71]. In general,
this is an identification problem. However, if it is possible to constrain the number or
type of faults that can occur, then several efficient methods exist to solve part of the
problem [ibid], [Gone80] and [Lu05]. Generally, for the identification a FSM 4 is
given and a test sequence has to be found, which can determine the transition
diagram of 4 from its input-output behaviour. Such procedures can also be applied to
reverse engineering of communication protocols [Lee93] where the behaviour of the
implemented protocol standard is observed. First, a certain a priori knowledge of the

finite state machine A4 is necessary, because without any assumptions it is impossible
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to solve the problem. Moore therefore, defined that 4 has to be strongly connected,
reduced and does not change during the analysis. Moreover, the input and output
alphabet as well as the upper bound r on its state numbers are known. The reasons
are akin to conformance testing of sequential circuits. The assumption that 4 is
reduced is important to have the identification problem uniquely defined, because an
experimental approach cannot differ between equivalent machines. The investigation
of FSMs attracted little interest until a few years ago [Lee96]. Fault detection is now
being studied anew due to its applications when testing communication protocols
[Holz90]. Here, a number of methods have been published on conformance testing

such as [Gone80], [Aho91], [Kats91], [Mill91] and [Bar92].

Neural networks are another possibility to investigate unknown ICs [Lack97].
The main advantage of neural networks is the potential to classify known structures
in a fast and efficient manner. However, this method has also several disadvantages.
The network has to be divided and structures have to be taught. A nearly endless
amount of preliminary classifications would be necessary to describe an IC of
variable size using a neural network. If only one part of the structure is to be
determined by the network it would be possible to make some assumptions but it
would be impossible to define it exactly. Therefore, a more complex further
investigation of the system would be necessary. Due to these disadvantages a neural
network is not an efficient solution for the problem. In 2004 Kuroe presented a new
architecture of neural networks called recurrent hybrid neural networks for
representing deterministic finite state automata [KuroO4]. This recurrent hybrid
neural network consists of two types of neurons, static neurons and dynamic
neurons. Moreover, the proposed model of the neural network is capable of precisely
representing FSMs with a network size smaller than the existing models.
Furthermore, Kuroe proposed an identification method for FSMs from a given set of
input and output data by training these neural networks. Here, a data set of input and
output sequences of a target FSM were given. Then, the input and output relation
have to become equal to the FSM. In this context the parameters of the neural
network have to be determined. Therefore, the following assumptions are made. The
set of state symbols, the initial state, the state transition function g and the output

function f of a finite state machine are unknown. However, the set of input symbols X
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and output symbols ¥ of FSM are known. A set of data of input sequences {x(#)} and the
corresponding output sequences {)(f)} are available. It should be noted that the
proposed neural network is easy to be identified because of lesser number of learning
parameters, which results from the smaller network size. In their paper the authors
also assume that the number of state symbols is estimated to be less than five (» <5)
[ibid]. This is a highly simplified assumption and cannot be used in a realistic

environment.

All non-invasive procedures proposed so far have several disadvantages for
realistic IC analysis. Morcover, all algorithms described lack the knowledge of the
input-output alphabet. Therefore, it is important to know where the inputs, outputs,
supply voltage and ground pins are located. This is indispensable for an analysis of
any real unknown IC. However, the overall research objective of this thesis is to
show how the internal functions and structures of unknown CMOS integrated
circuits can be efficiently determined in a non-destructive manner. In particular, this
thesis describes a novel method to non-invasively analyse digital unknown CMOS
integrated circuits. After presenting traditional non-invasive procedures the thesis

overview will be presented in the next section.

1.3 Thesis Overview

The remainder of this thesis describes a novel method for the non-invasive and
systematic analysis of unknown digital CMOS ICs. Firstly, the theoretical
background and the general models of automata theory will be provided in Chapter 2
for a better understanding of the overall thesis. Furthermore, all related parameters
will be described which are required to characterise unknown ICs mathematically.
This is important to fully understand the analysis procedures presented in the
following chapters. Furthermore, the automata synthesis and analysis will also be
introduced in Chapter 2. Here, the relationship of both the synthesis and the analysis
is the basis to abstract unknown integrated circuits. Moreover, the traditional
classification of automata will be explained which is important to allow a
simplification of the circuit analysis. Chapter 3 then focuses on the analysis process
to investigate different finite state machines. First, a general overview of the overall

analysis procedure developed will be given which consists of three main parts. First,

10
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the determination of pin types and their location will be explained which
automatically identifies the most common pin types of a digital CMOS ICs.
Secondly, the separation procedure of unknown ICs will be described which
classifies the automata in the beginning of the analysis procedure. This has the
advantage that depending on the behaviour found the following analysis procedures
can be significantly reduced. Finally, the identification procedures used to report
combinatorial or linear sequential behaviour will also be explained in Chapter 3.
Chapter 4 then describes the identification process in detail for nonlinear behaviour
which is the third main part of the overall analysis procedure. However, a large
number of unknown ICs exhibit nonlinear behaviour. Therefore, the main focus of
Chapter 4 is to find new strategies to non-destructively identify nonlinear
deterministic finite automata. To identify unknown ICs traditional procedures always
require prior knowledge of the number of internal states. This proposed novel
procedure is able to identify the IC under investigation without any such prior
knowledge. After having mathematically explained the different parts of the overall
analysis procedure in Chapter 3 and Chapter 4 the results of this research are then be
discussed in Chapter 5. To demonstrate the correct operation of the procedures
developed an analysis environment was designed and is introduced in Chapter 5.
Using this analysis environment benchmark models as well as user defined models
of real ICs are investigated. Using these real ICs the results of the identification
procedures will be evaluated in Chapter 5. In Chapter 6 the conclusions of the
research are presented and possibilities for further enhancements of the analysis

procedure are proposed.
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2 Automata Theory

The previous chapter gave an overview of the motivation for the investigation of
novel non-invasive analysis procedures. Furthermore, traditional invasive as well as
non-invasive test and analysis tools were discussed. This chapter now describes the
fundamental background and the parameters of automata to understand the analysis
procedures investigated in the following chapters. First, automata synthesis and
analysis will be introduced which is the basis to describe unknown ICs. Section 2.2
then shows the general model of finite state machines including the input parameters,
the internal states, the output states and the relationship between them. Afterwards,
the traditional classification of automata is explained which results in deterministic
finite state machines as will be described in Section 2.4. Further, the classification is
important to simplify the further analysis and is applied to determine the unknown
behaviour of the IC under investigation. Section 2.5 describes the most common
models which are used in automata theory. In the last section the description forms
of finite state machines are given which are relevant to mathematically characterise

the unknown IC.

2.1 Overview of Synthesis and Analysis

Automata theory describes the behavioural model of systems and is an integral
component of present theoretical computer sciences, mathematics and signal and
system theory [Koha78] [Wuns93]. Furthermore, it is possible to transfer any given
problem into an automaton structure [Wuns86]. However, the definitions of
automata models are universal and are used to solve different problems. Therefore,
analogue as well as digital integrated circuits can be described using automata
models. Digital structures become increasingly significant and are often used in the
development of automata structures, because these ICs can be easier and faster
developed than their analogue counterparts. These integrated structures are described
with the help of computational programs, this process is called synthesis. In contrast
to synthesis, the analysis of integrated structures describes the reverse procedure.

Analysis determines the mathematical functions as well as the technical models of

12
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the hardware automata. Analysis works with several descriptions of the results
obtained. Hence, the analysis of an unknown automaton is a particularly difficult
procedure. This is because the number of internal state parameters and mathematical
functions of the integrated circuit are usually unknown. In automata theory synthesis
as well as analysis are the two most important methods and the parameters used for

the description of digital systems can be seen in Figure 2.1.

State Equations (A, B, C, D)

Model
Synthesis Analysis
Measurement H Integrated Circuit

Figure 2.1: Realisation Scheme of Analysis and Synthesis

In Figure 2.1 a given system characteristic is defined mathematically by H
[Wuns93]. The system characteristics and the operation of a system are illustrated by
H'. The model and state equations are suitable representation forms of the behaviour

model. In the following sections both the synthesis and the analysis are described.

2.1.1  Synthesis

In general, it can be said that synthesis constructs are a model for a given system
characteristic H* [ibid]. Here, synthesis describes the conversion of a given or
required behaviour into hardware. Furthermore, from the mathematical system the
realisation of digital hardware on the CMOS integrated circuit will be received. For
the definition of the structure the mathematical function is not solely sufficient in
this case. Here, statements about the available components, about set structural
intentions and optimisation criteria must be available [Boch81]. However, first the
user characterises the future functions and tasks of the mathematical model with
description languages, for example VHDL or Verilog [Dewe97]. Furthermore, a

compiler transfers the described functions into hardware components. The result of
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the synthesis leads to the implementation of the mathematical behavioural model
into a hardware structure [Reic01] where the structure can be different when using
different compilers. The comparison of the theoretical model with the real
development hardware structure is the last step of this procedure. However, the
function of the synthesis was further refined and perfected over the last years
[Dewe97], [Klin04] and [Raza08]. After having described the synthesis in the next

section the analysis will be discussed.

2.1.2  Analysis

The system analysis of CMOS integrated circuits is concerned with the systematic
investigation of an already existing structure. System theory describes the internal
structures with the help of analysis. The analysis can be used in many areas. In this
thesis it is applied to the determination of unknown integrated circuits. Here, the
analytic process considers the unknown IC as a black box. The properties and
operation of the black box are examined in the course of the analysis procedure to
create a model which corresponds to the black box. Furthermore, the object
examined is dissected and after that disassembled into its components. Then, the
components will be arranged, examined and evaluated. The model created is always
a restricted, reduced, abstracted copy of reality. However, for this analysis usually
only the input and output pins as well as the package type are available. The result of
such an analysis can be either formal methods or graphical methods [Aise67]. In
addition, the analytic process will be considered mathematically on the basis of a
theoretical model. Moreover, on the basis of these findings the analysis will be
processed using real systems. In this research CMOS integrated circuits will be
considered as automata and especially as finite state machines. Since the automata
theory is a diversified complex field, many different categories of automata types are
investigated. Afterwards, certain types of automata are separated. Furthermore, these
findings of automata can be used to characterise CMOS integrated circuits. In detail,
the automata theory deals with finite state machines and the CMOS integrated
circuits are generally composed of such finite state machines. The coherences
between the mathematical automata model and the integrated circuits can be used to

find a new approach to determine unknown systems. In Figure 2.2 it can be seen that
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the functions and structures of the automata models can be transferred to the

integrated circuits.
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Figure 2.2: Abstraction of an IC to a Finite State Machine

This means, that the same tasks can be executed using the finite automata model as
well as an integrated circuit. Therefore, the internal structure processes the input
values in same manner as the original IC. Because of that, it is possible to describe
the internal structure of the IC using automata structures [Balk93] which is used to
investigate unknown ICs. Moreover, in this thesis different automaton types are
investigated and are analysed with respect to the operating method of finite state
machines. Here, the investigation of finite state machines will help to determine

unknown ICs. The next section will discuss the modelling of finite state machines.

2.2 Modelling of Finite State Machines

Automata are abstract models and used in theoretical computer sciences to analyse
and prove definite properties of problems and algorithms [Lunz06]. In this thesis, the
automata are reduced to their fundamental properties. This simplification of the
attributes allows an understanding of the behaviour and the structures of automata.
In computer sciences automata are confined to digital systems [Hopc02]. Models in
digital technology can be characterised in the field of hardware and software with
the help of digital automata systems. In this case, the automata have fundamental
practical importance for discrete systems. The automata models are described with
the input vector X called input word from the input alphabet 2, with the internal state

vector Z and the output vector Y called the output word as illustrated in Figure 2.3.
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Figure 2.3: Behavioural Model of an Automaton

The parameters of digital automata X(f), Z(¢) and Y(¢) are discrete vectors and
carriers of time variable information. The general behavioural model of automata
can be explained in simple terms. Different parameters are applied at the input X.
The input parameters can have many different values x,xy, ..., xx which are
abstracted to X. This input X can cause a change of the internal states Z and
therefore, a change of the output values Y. The number of internal states Z may also
consist of several values zj, zs, ..., z;. The internal structures of the states describe the
mode of operation of different automata. The complete mode of operation of an
automaton model depends on the given input parameters, the number of internal
states, the structure of the stages as well as on the output parameters. The output Y is
an initial vector, whereas the number of vector components corresponds to the
number of outputs yy, ¥, ..., ym. Automata are subdivided into different classes to be
able to describe various functions and operations. Fundamentally, deterministic and
nondeterministic automata are distinguished in automata theory [Lunz06] as will be

described in the following section.

2.3 Fundamental Classification of Automata

Automata are applied in various areas of science and technology to describe different
functions and operations. Therefore, cognitions about the internal structures are
required and are used to solve diverse problems with the help of automata theory.
The applications of automata are diverse. However, for the analysis only certain
automata types must be examined. Here, the determination of internal structures of
different FSMs is used for particular areas of automata types. In principle, an
automaton is a mathematical system, which can be used in many areas to describe a
given task [Hopc02]. The especially important distinguishing feature in automata
theory is whether it is a deterministic or a nondeterministic automaton. This property

essentially determines the further divisions and applications of automata types. It can
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be seen in Figure 2.4 that the deterministic and nondeterministic automata are a sub

class of general automata.

| Automaton |

| !

Deterministic Automaton Nondeterministic Automaton

Figure 2.4: Division of Automata

Deterministic digital systems describe automata with the following properties. A
deterministic system has a finite number of input and output signals with a finite
number of input and output values. This is also called finite input and output
alphabet. Furthermore, this deterministic system works within time intervals and the
description of the system behaviour can occur in a finite amount of time. In addition,
the output values can be defined at every time by present and past input values.
Thus, every change of the input values X(7) leads to a defined next internal state
z(¢+1). If the deterministic automat is located at some state, the input value and the
present internal state determine the exact transition to the next internal state. If the
input values X(f) change, only one following states is possible. This means that an
input combination of the input alphabet 2 leads to a specific change of the internal
states. Furthermore, the same combination of input values X(7) and the same current
internal states always lead to the same next internal state as can be seen in Figure

2.5.

Figure 2.5: Transition Diagram of a Deterministic Automaton

It can be seen in Figure 2.5 that every state can be stimulated using two different

input values. For example, the state z; changes from z to z; with the input value ‘1°
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and from state z; to zo with the input value ‘0°. It is possible that the current state
changes to another state. Otherwise, the state does not change. The states can only
respond to two different values. This is possible, because the automata considered
are binary systems. The input and output alphabet only consist of ‘0’ and ‘1’. In any
given situation, nondeterministic automata have the possibility to select from many

different following states as presented in Figure 2.6.

Figure 2.6: Transition Diagram of a Nondeterministic Automaton

With every step the automaton reads an input combination. However, for a defined
current internal state and a given input combination none, one or more than one legal
succession state can exist. In accordance with an input several output values are
permissible. For example during state z; the input value ‘0’ might cause two different
following states z; or zo. Therefore, if the input value ‘0’ occurs it is not possible to
determine the following state z. The selection is random and cannot be predicted a
priori. The mode of operation of a nondeterministic automaton is particularly
difficult because the acceptance of the input values is algorithmically irreproducible
through the present automaton. The advantage of the nondeterministic finite state
machines is a simpler synthesis with set mathematical models [ibid]. However,
deterministic and nondeterministic automata can be further separated which are for
example finite state machines [Laws04], Turing machines [Hopc02], pushdown
automata [ibid] and register machines [Shep63]. However, integrated circuits
considered in this thesis are deterministic finite automata and will be described in the

next section.
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2.4 Finite State Machines

The number of possible input parameters X(f), internal state parameters Z(¢) and
output parameters Y(¢) are infinite for fundamental digital automata. Therefore,
automata analysis is simplified because the parameters are subjected to the following
conditions: Automata analysis is concerned with binary automata. In this case, the
input alphabet consists of the amount of {0, 1} values. This amount is described as a
state space or a Galois field (GF). A Galois field is a finite field with finite number
of elements [Wuns93]. Therefore, binary automata are often described by GF(2)
with the finite amount {0, 1} and are generally denoted as binary finite state
machines. The input alphabet, the number of possible value assignments of X(¢), Z(¢)
and Y(¢) are finite. In this case the automata are denoted as finite automata (FA) or as
finite state machines (FSM). A finite state machine is a subgroup of the deterministic
or nondeterministic automata as illustrated in Figure 2.4. Furthermore, it can be said
that an automat is called finite automaton, if it consists of a finite amount of internal
states Z and transitions. The finite automata can be fully defined by the internal state
of the system with every clock signal. Therefore, a finite automaton has a finite
number of internal states and state transitions. The finite state machines are special
cases of deterministic automata. They are used in general applications and especially
in the development of digital circuits, modelling of the application behaviour in
software technology as well as word and language identification. They are applied as
behavioural models and consist of states, state transitions and actions. A state stores
the information of the past. This means, that it specifies the changes of the input
sequence starting at the system start. A state transition is a change of the state of the
finite state machine and is described by logical conditions which must be fulfilled.
The output of the finite state machine is an action which occurs in a certain situation.
Furthermore, by the respective input behaviour and the internal states the finite state
machine proceeds with discrete times ¢, where (x =1, 2, 3, ...) into a new internal
state and an unequivocally definable output word. The deterministic and
nondeterministic finite state machines can be assigned generally by the specification

of the quintuple as presented in (2.1).

A=(X,2,Y,g.f) 2.1)
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