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A Generalized Nonlinear Model for the Evolution of Low Frequency Freak Waves

Jonathan M Blackledge *

Abstract — This paper presents a generalized model for simulating wavefields associated with the sea surface. This includes the case when ‘freak waves’ may occur through an effect compounded in the nonlinear (cubic) Schrödinger equation. After providing brief introductions to linear sea wave models, ‘freak waves’ and the linear and nonlinear Schrödinger equations, we present a unified model that provides for a piecewise continuous transition from a linear to a nonlinear state. This is based on introducing a fractional time derivative to develop a fractional nonlinear partial differential equation with a stochastic source function. In order to explore the characteristics of this equation, we consider a separation of variables approach in order to derive governing equations for the spatial and temporal behaviour.

Models for the source function (which, in physical terms, describes the conversion of wind energy into wave energy) are also considered on a separable basis. With regard to the temporal characteristics, we provide a new model that is based on assuming Lévy processes for the time-dependent wind velocity informed by experimental data. We consider a spatial frequency model that is based on a generalization of Berman and Ornstein-Uhlenbeck processes. This provides a statistically self-affine source function which has a synergy with the Pierson-Moskowitz model for the spectral form of fully developed wind driven seas based on ‘similarity theory’.

Having presented the source function models, solutions to the governing nonlinear wave equations are explored using a Green’s function transformation under a low frequency bandwidth condition. Iterative methods of solution are then considered in three-dimensions and then in two-dimensions. Example results are presented based on considering a first order solution that is equivalent to the application of the Born approximation for the linear Schrödinger equation. The simulations provide evidence for the formation of freak waves being related to the fact that the wind force (as a function of time) is non-Gaussian distributed. Consequently, freak waves are more common than would be expected using Gaussian statistics.
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1 Introduction

There are a number of aspects about the dynamical behaviour of the sea surface that are obvious. For example, the state of the sea can change radically from ‘calm’ to ‘rough’ and the height and wavelength of sea waves can vary significantly. In nearly all case, ‘sea states’ are determined by the interaction of the wind (in particular, the wind force, i.e. the rate of change of wind velocity) with the sea surface and as a general rule, greater ‘wind energy’ results in greater ‘wave power’.

1.1 Linear Sea Wave Models

There are two principal measurable properties of sea surface waves: their height and period of oscillation. Real ocean waves do not generally occur at a single frequency but have a frequency distribution for which a range of linear models have been developed. For example, if \( s(t) \) denotes the spectral density as a function of the wave period \( t \) in seconds, then, for a linear wave pattern, it can be shown that \([1]\) and \([2]\)

\[
s(t) = \alpha t^3 \exp(-\beta t^4)
\]

where \( \alpha \) and \( \beta \) are given by

\[
\alpha = 8.10 \times 10^{-3} \left( \frac{g^2}{(2\pi)^4} \right)
\]

and

\[
\beta = 0.74 \left( \frac{g}{2\pi v} \right)
\]

respectively, \( v \) is the wind velocity measured 19.5m above still water and \( g \) is the acceleration due to gravity.
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Models of this type are non-realistic for a number of reasons: (i) They do not take into account that wave states are non-stationary; (ii) there is no modelling of the connectivity between the wind velocity and wave energy; (iii) it is assumed that the wind velocity is constant and no statistical variability in wind velocity is taken into account; (iv) they assume that local wind conditions and swell are correlated and are thereby not capable of explaining the 'split spectra' phenomenon, for example, in which the spectrum of the wavefield consists of two distinct peaks.

Linear wave spectrum models assume that the distance over which the waves develop and the duration for which the wind blows are sufficient for the waves to achieve their maximum energy for the given wind speed. It is assumed that waves can be represented by sinusoidal forms. This relies on the following: (i) Waves vary in a regular way around an average wave height; (ii) there are no energy losses due to friction or turbulence, for example; (iii) the wave height is much smaller than the wavelength.

Linear models are used to predict wave height, at least on a statistical basis. These assume that wave height conforms to a Rayleigh distribution given by

\[ P(h) = \frac{h}{\sigma^2} \exp\left(-\frac{h^2}{2\sigma^2}\right) \]

where \( h \) is the wave crest height and \( \sigma \) is the most probable wave height. The ‘Significant Wave Height’ (SWH) is then defined as the average of one third of the maximum wave height which, based on this Rayleigh distribution, is given by

\[ \text{SWH} = 2.2\sigma \]

In high storm condition with significant wave heights \( \sim 15\text{m} \), this statistical model suggests that it is rare to obtain waves higher than 15m and that the probability of obtaining waves with heights of more than twice the SWH is of the order of \( 10^{-5} \). This result is a direct consequence of assuming linear models for deep ocean surface wavefields and can not account for the existence of ‘freak waves’ that have been observed and measured with increasing regularity throughout the worlds oceans.

1.2 Freak Waves

Freak waves, e.g. [3], [4] [5] and [6], have been known about for many years but it is only relatively recently that experimental data has been obtained on their occurrence and research has been undertaken into their cause. A well known example of experimental evidence for freak waves is given in Figure 1 which is a signal of the wave height (in metres) as a function of time (in second) recorded on New year’s Day, 1995, using a radar pulse-echo system setup on the Draupner oil rig on the North Sea off Norway [11], [12]. In this case, a freak wave of approximately 26m was measured.

The example given in Figure 1 is typical of freak waves generated in deep water that evolve in stormy conditions with high wind energies. A freak wave is not the same as a Tsunami that are mass displacement generated waves that propagate at high speed and are more or less unnoticeable in deep water, rising in wave height as they approach the shoreline. A freak wave is a spatially and temporally localized event that most frequently occurs far out at sea. Freak waves of up to 35m in height are much more common than probability theory would predict using a Rayleigh distribution for wave heights. They appear to occur in all of the world’s oceans many times every year during a storm. This has called for a reexamination of the reasons for their existence, as well as reconsideration of the implications for ocean-going ship design [6] and wave energy conversion technology, e.g. [7], [8], [9] and [10].

There appear to be three principal categories of freak waves:

- **Walls of water** travelling up to 10km over the ocean surface before become extinct.
- **Three sisters** which are groups of three waves.
- **Single, giant storm waves** that build up to more than four times the average height of storm waves and then collapse over a relatively small time scale (in seconds).
These wave types are only three of a range of freak wave phenomena that have yet to be fully classified. It is clear that, whatever the range and diversity of freak waves, their existence can not be explained using linear wave models. One of the most common models used to explain these effects is the Nonlinear Schrödinger equation which is the focus of this paper. However, there are other physical reasons for the generation of freak waves which include the following:

- **Diffraction Effects.** Like optical and acoustic waves, sea surface waves can be diffracted producing a diffraction pattern that is related to the angle of incidence and the shape of the coat and/or seabed. In some cases, the diffraction pattern produces a focus where a collection of relatively small waves coherently combine in phase to produce a freak wave. The basic physics of this effect is the same as in optics accept in terms of scale where the wavelength of the wavefield is relatively large and the frequency spectrum is very low.

- **Current Focusing.** If storm force waves are driven together from opposite directions as opposing ‘current’ then the wavelength of the waves are shortened causing an increase in wave height. Oncoming wave trains are then ‘compressed’ together into a freak wave.

It is known that freak waves occur in deep water when diffraction effects can not be the cause and current focusing is weak. In this case, the freak wave is taken to be the result of a nonlinear effect in which the energy of many randomly generated waves is combined into a single wave front which continues to grow until collapsing under its own weight.

With regard to nonlinear effects the cubic nonlinear Schrödinger equation appears to be valid in deep water conditions. This equation forms the central theme of the work presented and developed in this paper which includes three principal contributions:

- unification of linear and nonlinear models;
- a model for random wave motion as a function of time based on experimental data with regard to wind velocity;
- a model for the low frequency spatial distribution of sea surface wave.

Freak wave are considered to be part of a wave spectrum and in this sense, freak waves are not ‘freak’ but part of a normal wave generation process, albeit a rare extremity.

In this paper, the extremity is shown to be related to the non-Gaussian statistics that a wind force exhibits. As wind blows over the ocean, energy is transferred to the sea surface generating a wave spectrum. We introduce a model for the transfer of this energy which is inclusive of extreme cases that cause the nonlinear effect to become a dominant component of the unified model that is considered. This compliments the theories of instability mechanisms for the generation and growth of wind waves, e.g. [17], [18].

## 2 Linear and Nonlinear Schrödinger Equations

The Schrödinger equation is a differential representation of the (non-relativistic) energy equation

\[
E = \frac{p^2}{2m} + V
\]

which states that the energy \( E \) of a particle of mass \( m \) and with momentum \( p \) is the sum of the kinetic energy \( p^2/(2m) \) and the potential energy denoted by \( V \) which is taken to be a function of space \( r \equiv (x, y, z) \). The basic postulates of quantum mechanics are that \( E = \hbar \omega \) and \( p = \hbar k \) where \( \omega \) is the angular frequency, \( k \) is the wavenumber vector and where \( \hbar = 2\pi \hbar \) is Planck’s constant. Noting that \( p \equiv |\mathbf{p}| \) and \( k \equiv |\mathbf{k}| \), we have

\[
\frac{E}{p} = \frac{\omega}{k} = c
\]

where \( c \) is the velocity of a wave with angular frequency \( \omega \) and wavelength \( 2\pi/k \). Since, (1) can be written as

\[
p = \sqrt{2m(E - V)}
\]

it follows that

\[
c^2 = \frac{E^2}{2m(E - V)}
\]

and the basic wave equation

\[
\left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) \Psi(r, t) = 0, \quad \nabla^2 \equiv \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}
\]

for a wave function \( \Psi \) becomes

\[
\left[ \nabla^2 - \frac{2m(E - V)}{E^2} \frac{\partial^2}{\partial t^2} \right] \Psi(r, t) = 0
\]

If we consider the wave function \( \Psi(r, t) \) in terms of its temporal Fourier transform \( \psi(r, \omega) \) where

\[
\psi(r, \omega) = \int_{-\infty}^{\infty} \Psi(r, t) \exp(-i\omega t) dt
\]
and
\[ \Psi(r, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \psi(r, \omega) \exp(i\omega t) d\omega \]
then, noting that \( E = \hbar \omega \), (2) is reduced to the form
\[ i\hbar \Psi(r, \omega) = -\frac{\hbar^2}{2m} \nabla^2 \Psi(r, \omega) + V \Psi(r, \omega) \]
Inverse Fourier transforming, we then obtain Schrödinger’s equation
\[ i\hbar \partial_t \Psi(r, t) = -\frac{\hbar^2}{2m} \nabla^2 \Psi(r, \omega) + V \Psi(r, t) \tag{3} \]
where
\[ \partial_t = \frac{\partial}{\partial t} \]
Here, the wave function \( \Psi \) is taken to describe the wave-type behaviour of a non-relativistic particle of mass \( m \) such as an electron. In the context of this equation, we are typically concerned with the problem of solving the equation for \( \Psi \) given \( V \) or, with regard to the inverse scattering problem, solving for \( V \) given \( \Psi \). The wavefield \( \Psi \) is a ‘matter wave’ as it describes the behaviour of non-relativistic particles of matter on the atomic scale. However, only the intensity \( | \Psi |^2 \) is a measurable quantity which is interpreted in terms of the probability density function associated with the position of a particle in space. The probability of finding a particle described by the wave function \( \Psi \) in the finite volume element \( d^3r \) around a point at \( r \) is \( | \Psi(r, k) |^2 d^3r \) which yields the normalization condition
\[ \int_{-\infty}^{\infty} | \Psi(r, t) |^2 d^3r = 1 \]
However, ignoring a particle interpretation of the Schrödinger, \( | \Psi |^2 \) is a measure of the energy of the wavefield \( \Psi \). Moreover, this is the only measure that can be detected experimentally in quantum mechanics.

In scattering theory, we are interested in how an incident wave function \( \Psi_0 \) interacts with a potential in order to calculate the characteristic scattering cross-section \( | \Psi |^2 \) given \( \Psi_0 \) and \( V \). In this case, the potential is taken to be independent of the wave function and the problem is inherently linear.

### 2.1 The Nonlinear Schrödinger Equation

The nonlinear Schrödinger equation is concerned with problems associated with a potential \( V \) that is a function of \( \Psi \), i.e. when we consider the case where the interaction of a wave is with some characteristic of the wave itself, e.g. [13], [14], [15] and [16]. An example of this arises when \( V = | \Psi |^2 \) and for normalized units (i.e. \( \hbar = 1 \) and \( m = 1/2 \)), Schrödinger’s equation becomes
\[ (\nabla^2 + i\partial_t) \Psi = \kappa | \Psi |^2 \Psi \tag{4} \]
where \( \kappa \) is a constant coefficient. This equation is known as the cubic nonlinear Schrödinger equation as its nonlinear behaviour is characterized by the cube of the wave functions amplitude. It represents a model in which a wave interacts with its own energy \( | \Psi |^2 \) where \( \kappa \) determines the strength of the ‘self-interaction’ and may be generalized to be \( \pm \kappa \). In scattering theory, the wave is taken to be interacting and scattering with itself. This is an example of a ‘wave-wave’ interaction as opposed to a ‘wave-particle’ interaction when \( V \) represents the potential associated with a ‘particle’ which is entirely independent of the wave function \( \Psi \). The cubic nonlinear Schrödinger equation is completely integrable in one dimension, mass-critical in two-dimensions, and energy critical in four dimensions.

### 2.2 Other Nonlinear Schrödinger Equations

Although (4) is the most commonly quoted nonlinear form of Schrödinger’s equation, it is just one of a wide class of such equations. Writing (4) in the form
\[ (\nabla^2 + i\partial_t) \Psi = \kappa Q(\psi) \]
the following Table 1 classifies different forms of the Nonlinear Schrödinger (NLS) equation in terms of \( Q \). In addition the NLS equations given in Table 1, higher-order NLS equations involve the Laplacian being replaced by a higher power Laplacian. For fractional powers, the Reisz definition of a fractional \( n \)-dimensional Laplacian is used, i.e. for \( p > 1 \)
\[ \nabla^{2p} \Psi(r, t) = -\frac{1}{(2\pi)^n} \int_{-\infty}^{\infty} | k |^{2p} \tilde{\Psi}(k, t) \exp(ik \cdot r) d^n k \]
Examples of such classes include: (i) the infinite hierarchy of commuting flows arising from the completely integrable cubic NLS equation on \( \mathbb{R}^1 \); (ii) the elliptic case of the Zakharov-Schulman system [19]. Further examples of NLS equation-type systems include the differential NLS equations where, working in \( \mathbb{R}^1 \),
\[ Q = i\partial_x (| \Psi |^2 \Psi) \]
Moreover NLS equations can include additional terms describing a source \( s \) or scattering potential \( V \) so that we have
\[ (\nabla^2 + i\partial_t) \Psi = \kappa Q(\psi) + V \Psi + s \]
Table 1: Classification of NLS Equations

<table>
<thead>
<tr>
<th>$Q$</th>
<th>Type of NLS Equation</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Psi^2$</td>
<td>Quadratic</td>
<td>Mass critical in four dimensions</td>
</tr>
<tr>
<td>$</td>
<td>\Psi</td>
<td>^2\Psi$</td>
</tr>
<tr>
<td>$</td>
<td>\Psi</td>
<td>^{2n}, n = 1, 2, 3, \ldots$</td>
</tr>
<tr>
<td>$</td>
<td>\Psi</td>
<td>^{p-1}, p &gt; 1$</td>
</tr>
<tr>
<td>$</td>
<td>\Psi</td>
<td>^{\frac{1}{r}}, r \in \mathbb{R}^n$</td>
</tr>
</tbody>
</table>

which leads to many physically interesting problems, a summary of which lies beyond the scope of this paper. However, the cubic NLS equation occurs naturally as a model equation for many different physical contexts, especially in dispersive, weakly non-linear perturbations of a plane wave. For instance, it arises as a model for Bose-Einstein condensates [20].

In this paper we focus on the cubic NLS equation with a source function $s$ given by

$$(\nabla^2 + i\partial_t)\Psi = \kappa |\Psi(r,t)|^2 \Psi(r,t) + s(r,t)$$

as a model for fully nonlinear sea surface waves working primarily in $\mathbb{R}^2$. However, it is important to note that, like the Schrödinger equation itself, i.e. equation (3), all classes of the NLS equation are phenomenological in origin. Equation (3) is a direct consequence of Planck’s and De Broglie’s postulates $E = \hbar \omega$ and $p = \hbar k$, respectively, that are justified experimentally. The validity of results that the Schrödinger equation predicts and which can be confirmed experimentally are ultimately the only justification for this equation. Thus, the Schrödinger equation is one of the most intriguing equations of physics in that it cannot be derived and its solution $\Psi$ cannot be measured directly. Yet, to-date, it provides one of the most accurate models for characterizing the nature of matter. In light of the above comments, the material presented in this paper is ultimately based on a phenomenological model.

2.3 Example Analytical Solution to the NLS Equation

Certain analytic solutions exist to the NLS equation, specifically for the one-dimensional case. For example, consider the cubic case when

$$i\partial_t \Psi(x,t) + \partial_x^2 \Psi(x,t) + 2\Psi(x,t) \left| \Psi(x,t) \right|^2 = 0$$

This equation has two types of ‘soliton solutions’ associated with a group of wave functions. The first is the ‘soliton’ solution given by [21]

$$\Psi(x,t) = \frac{\exp(it)}{\cosh(x)}$$

This solution describes an envelope that does not change its form with time. The second class of solutions are of the form [22], [23]

$$\Psi(x,t) = \exp(2it) \frac{\cosh(\Omega t - 2i\theta) - \cos(\theta) \cos(px)}{\cosh(\Omega t) - \cos(\theta) \cos(px)}$$

where

$$p = 2\sin\theta \quad \text{and} \quad \Omega = 2\sin(2\theta)$$

The amplitude is periodic in time with frequency $\Omega$ and for real $\theta$, the solution tends to an unperturbed plane wave as $|x| \to \infty$. For $|x| \to 0$, the solution describes a wave that begins as a modulated plane wave and evolves into one or several peaks that ‘extract energy’ from the surrounding peaks. The peak values for $\Psi(x,t)$ are twice the amplitude of the unperturbed value of the wave function and for imaginary $\theta$, $\Psi(x,t)$ becomes a space period wave that tends to an unperturbed plane wave as $|t| \to \infty$, [25]. The maximum value of the peak amplitude is approximately three times the unperturbed value (depending on $\theta$). For the limiting case, when $\theta \to 0$, we can consider the algebraic solution [24]

$$\Psi(x,t) = \exp(2it) \left(1 - \frac{4(4 + 4it)}{1 + 4x^2 + 16t^2}\right)$$

It is this aspect of the available analytical solutions that has been considered responsible for the generation of deep water freak. The freak waves observed in the numerical simulations based on the NLS equation can be approximately modelled by this algebraic solution [26].

3 Generalized Model

The Cubic NLS equation is the lowest order NLS equation that has proved to be successful in modelling deep ocean nonlinear sea surface waves, [27], [28]. However, it does not explain how a sea surface wavefield pattern can transform from a linear to a nonlinear state. It is
not physically significant to consider a nonlinear model for one (high wind energy) state and a linear model for another (low wind energy) state without attempting to explain the nature of the transition from one state to another. This paper is concerned with solving this problem by introducing a model that combines both linear and nonlinear models for sea waves. Thus, we consider the following problem: Let the linear model for low energy sea waves be given by (for normalized unit \( c = 1 \))

\[
(\nabla^2 - \partial_t^2) \Psi(r, t) = -s(r, t)
\]

where \( s \) is some source function and let the nonlinear model for high energy sea waves be given by the Cubic NLS equation

\[
(\nabla^2 + i\partial_t) \Psi(r, t) = -\kappa |\Psi(r, t)|^2 \Psi(r, t)
\]

Find a generalized model that combines these two equation into one equation. In order to solve this problem, we need to include a fractional derivative of time \( \partial_t^q \), \( q \in [1, 2] \) in order to take into account the transition form a linear wave model characterized by a second derivative in time to a nonlinear model characterized by a first order derivative. An equation that achieves this goal is

\[
(\nabla^2 + i^q \partial_t^q) \Psi(r, t) = -\kappa |\Psi(r, t)|^2 \Psi(r, t) - s(r, t) \quad (5)
\]

where \( q \in [1, 2] \) and \( \kappa = (2 - q) \).

Then

\[
(\nabla^2 + i\partial_t) \Psi(r, t) = - |\Psi(r, t)|^2 \Psi(r, t) - s(r, t), \quad q = 1
\]

and

\[
(\nabla^2 - \partial_t^2) \Psi(r, t) = -s(r, t), \quad q = 2
\]

Here the ‘Fourier Dimension’ \( q \) (so called because we use the Fourier transform to define \( \partial_t^q \)) represents a variable parameter that can be used to adjust the degree of nonlinearity of the equation. It provides control on the dominance or ‘strength’ of the nonlinear term \( |\Psi|^2 \Psi \) with respect to the source term \( s(x, t) \). In proposing this model, we have introduced a fractional time derivative and the analysis that follows focuses attention on the temporal and spatial behaviour of the wave function \( \Psi \) as a result of introducing a fractional partial differential equation of this type.

4 Low Frequency Green’s Function Transformation

We consider a general solution to (5) based on the Green’s function transformation. This transformation is considered in the infinite domain so that the surface integral is zero (homogeneous boundary conditions). We investigate the Green’s functions solutions under a low frequency bandwidth condition which provides a route to simplification that is compatible with a low frequency sea surface wavefield.

Taking the Fourier transform of (5) and using the product theorem, i.e.

\[
|\Psi(r, t)|^2 \Psi(r, t) \leftrightarrow (2\pi)^2 \psi(r, \omega) \ast \omega \varphi^*(r, \omega) \ast \varphi(r, \omega),
\]

we obtain

\[
(\nabla^2 + \omega^2) \psi(r, \omega)
\]

\[
= -\kappa(2\pi)^2 [\psi(r, \omega) \ast \omega \varphi^*(r, \omega)] \ast \omega \varphi(r, \omega) - S(r, \omega)
\]

where

\[
\psi(r, \omega) = \int_{-\infty}^{\infty} \Psi(r, t) \exp(-i\omega t) dt
\]

\[
S(r, \omega) = \int_{-\infty}^{\infty} s(r, t) \exp(-i\omega t) dt
\]

and we have used the Fourier based definition for a fractional derivative, i.e.

\[
\partial_t^q \Psi(r, t) \leftrightarrow (-i\omega)^q \psi(r, \omega)
\]

so that

\[
i^q \partial_t^q \Psi(r, t) \leftrightarrow \omega^q \psi(r, \omega)
\]

where \( \leftrightarrow \) denotes transformation from \( t \)-space to \( \omega \)-space. The symbols \( \ast \omega \) and \( \circ \omega \) denote the convolution and correlation integrals (in \( \omega \)-space) respectively, i.e. for any complex piecewise continuous functions \( f_1(\omega) \) and \( f_2(\omega) \),

\[
(f_1 \circ \omega f_2)(\omega) = \int_{-\infty}^{\infty} f_1(\omega - \omega') f_2(\omega') d\omega'
\]

and

\[
(f_1 \ast \omega f_2^*)(\omega) = \int_{-\infty}^{\infty} f_1(\omega + \omega') f_2^*(\omega') d\omega'
\]

4.1 Solution for \( r \in \mathbb{R}^3 \) and \( \omega \to 0 \)

In the infinite domain, the Green’s function transformation, for \( r \in \mathbb{R}^3 \), yield [35]

\[
\psi(r, \omega) = g(r, \omega) \circ_r S(r, \omega)
\]

\[
+ g(r, \omega) \ast_r \kappa(2\pi)^2 [\psi(r, \omega) \ast \omega \varphi^*(r, \omega)] \ast \omega \varphi(r, \omega)
\]
where \( \otimes_r \) denotes the convolution over \( r \) and \( g \) is the Green's function given by

\[
g(r, \omega) = \frac{\exp(i\omega q/2) r}{4\pi r}, \quad r = |r|
\]

We now consider a solution based on a low frequency condition where

\[
g(r, \omega) \sim \frac{1}{4\pi r}, \quad \omega \in [-\Omega, \Omega], \quad \Omega \rightarrow 0
\]

and a separation of variables approach where

\[
\psi(r, \omega) = \phi(r) U(\omega)
\]

and

\[
S(r, \omega) = R(r) F(\omega)
\]

The purpose of this is twofold:

(i) to consider low frequency wave propagation which is applicable to large scale ocean waves;

(ii) to investigate the temporal and spatial properties of (6) independently.

Equation (6) now becomes

\[
\phi(r) U(\omega) = \frac{1}{4\pi r} \otimes_r R(r) H(\omega) F(\omega) + \\
\frac{1}{4\pi r} \otimes_r \kappa (2\pi)^2 |\phi(r)|^2 \phi(r) H(\omega) [U(\omega) \otimes U^*(\omega)] \otimes U(\omega)
\]

where

\[
H(\omega) = \begin{cases} 
1, & |\omega| \leq \Omega; \\
0, & |\omega| > \Omega.
\end{cases}
\]

so that, after inverse Fourier transforming, we obtain

\[
\phi(r) u(t) = \frac{1}{4\pi r} \otimes_r R(r) \frac{\Omega}{\pi} \sin(\Omega t) \otimes_t f(t) + \\
\frac{1}{4\pi r} \otimes_r \kappa |\phi(r)|^2 \phi(r) \frac{\Omega}{\pi} \sin(\Omega t) \otimes_t |u(t)|^2 u(t)
\]

where

\[
f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(\omega) \exp(i\omega t) \text{d}\omega,
\]

\[
\frac{\Omega}{\pi} \sin(\Omega t) \equiv \frac{\Omega \sin(\Omega t)}{\Omega} = \frac{1}{2\pi} \int_{-\infty}^{\infty} H(\omega) \exp(i\omega t) \text{d}\omega
\]

and \( \otimes_t \) denotes the convolution integral over \( t \). If we then apply the Laplacian operator, then, noting that

\[
\nabla^2 \left( \frac{1}{4\pi r} \right) = -\delta^3(r)
\]

we have

\[
u(t) \nabla^2 \phi(r) = -\frac{\Omega}{\pi} \sin(\Omega t) \otimes_t f(t) R(r)
\]

\[
-\kappa \frac{\Omega}{\pi} \sin(\Omega t) \otimes_t |u(t)|^2 u(t) \phi(r) \quad (7)
\]

Thus, for any point in space \( r = r_0 \)

\[
u(t) = a \frac{\Omega}{\pi} \sin(\Omega t) \otimes_t f(t) + b \frac{\Omega}{\pi} \sin(\Omega t) \otimes_t |u(t)|^2 u(t)
\]

where

\[
a = -\left[ \frac{R(r)}{\nabla^2 \phi(r)} \right]_{r=r_0} \quad \text{and} \quad b = -\left[ \frac{|\phi(r)|^2 \phi(r)}{\nabla^2 \phi(r)} \right]_{r=r_0}
\]

under the condition that \( |\nabla^2 \phi(r)| > 0 \) and

\[
u(t) = 0 \quad \text{if} \quad |\nabla^2 \phi(r)|_{r=r_0} = 0
\]

Similarly, at any point in time \( t = t_0 \)

\[
\nabla^2 \phi(r) = \alpha R(r) + \beta \kappa |\phi(r)|^2 \phi(r)
\]

where, for \( |u(t)|_{t=t_0} > 0 \),

\[
\alpha = -\left[ \frac{\Omega}{\pi u(t)} \sin(\Omega t) \otimes_t f(t) \right]_{t=t_0},
\]

\[
\beta = -\left[ \frac{\Omega}{\pi u(t)} \sin(\Omega t) \otimes_t |u(t)|^2 u(t) \right]_{t=t_0}
\]

and

\[
\nabla^2 \phi(r) = 0 \quad \text{if} \quad u(t)|_{t=t_0} = 0
\]

### 4.2 Solution for \( r \in \mathbb{R}^2 \) and \( \omega \rightarrow 0 \)

The same approach presented in the previous section can be used to obtain a solution for \( r \in \mathbb{R}^2 \). However, there is an essential difference for \( r \in \mathbb{R}^2 \) which derives from of the function form of the Green's function

\[
g(r, \omega) = i\pi H_0^{(1)}(r\omega q/2)
\]

where \( H_0^{(1)} \) is Hankel function of first kind with the following asymptotic characteristics:

\[
g(r, \omega) = \begin{cases} 
-2 \ln \omega q/2, & \omega \rightarrow 0; \\
\sqrt{\frac{2\pi}{r\omega^2 q^2}} \exp[i(r\omega q/2 + \pi/4)], & \omega \rightarrow \infty.
\end{cases}
\]

Thus under the low frequency bandwidth condition

\[
g(r, \omega) = -2 \ln r - q \ln \omega, \quad \omega \in [-\Omega, \Omega], \quad \Omega \rightarrow 0
\]
Noting that 
\[ \nabla^2 \ln(r) = -\delta^2(r) \]
where 
\[ \nabla^2 \equiv \partial_x^2 + \partial_y^2, \]
in two-dimensions, (7) becomes
\[ u(t)\nabla^2 \phi(r) = -2\Omega \frac{\pi}{\kappa} \text{sinc}(\Omega t) \otimes_t R(r)f(t) \]
\[ -2\kappa \frac{\Omega}{\pi} \text{sinc}(\Omega t) \otimes_t |u(t)|^2 u(t) |\phi(r)|^2 \phi(r) \]

Thus, apart from a scaling factor, the governing equations in \( r \in \mathbb{R}^2 \) and \( r \in \mathbb{R}^3 \) are identical. However, in this paper we focus of a two-dimensional model which is valid for surface waves.

### 4.3 Solution for \( r \in \mathbb{R}^1 \) and \( \omega \to 0 \)

Although a one-dimensional model is of little value to modelling sea surface waves, for completeness, we present the equivalent solution for \( r \in \mathbb{R}^1 \). In this case, the Green’s function is given by
\[ g(|x|, \omega) = \frac{i}{2\omega^{q/2}} \exp(i\omega^{q/2} |x|) \]
\[ = \frac{i}{2\omega^{q/2}} [1 + i\omega^{q/2} |x| + \frac{1}{2} (i\omega^{q/2} |x|)^2 + ...] \]

and thus, for \( |\omega| \leq \Omega \) where \( \Omega \) is the bandwidth of the wave function, we can approximate the Green’s function as
\[ g(|x|, \omega) = \frac{i}{2\omega^{q/2}} - \frac{|x|}{2}, \quad |\omega| \leq \Omega \to 0 \]

Thus for \( r \in \mathbb{R}^1 \), we have
\[ \phi(x)U(\omega) = iR_1H(\omega) \frac{i\kappa}{2\omega^{q/2}} F(\omega) - R_2(x)H(\omega)F(\omega) \]
\[ + \frac{i\kappa(2\pi)^2}{2\omega^{q/2}} \Phi_1(\omega) \{|U(\omega) \otimes \omega U^*(\omega)\} \otimes \omega U(\omega) \}
\[ -\frac{i\kappa(2\pi)^2}{2\omega^{q/2}} \Phi_2(x)H(\omega) \{|U(\omega) \otimes \omega U^*(\omega)\} \otimes \omega U(\omega) \}
\]

where
\[ R_1 = \int_{-\infty}^{\infty} R(x)dx, \]
\[ R_2(x) = \frac{|x|}{2} \otimes_x R(x), \]
\[ \Phi_1 = \int_{-\infty}^{\infty} |\phi(x)|^2 \phi(x)dx \]
and
\[ \Phi_2(x) = \frac{|x|}{2} \otimes_x |\phi(x)|^2 \phi(x) \]

Hence, since \( |x| = x \text{sign}(x) \) where \text{sign}(x) is the ‘sign’ function defined as
\[ \text{sign}(x) = \begin{cases} 1, & x > 0; \\ -1, & x < 0. \end{cases} \]

and noting that \text{sign}(x) = 2\text{step}(x) - 1 where
\[ \text{step}(x) = \begin{cases} 1, & x > 0; \\ 0, & x < 0. \end{cases} \]

then
\[ \frac{d}{dx}R_2(x) = \frac{1}{2} \text{sign}(x) \otimes_x R(x) \]
\[ = \text{step}(x) \otimes_x R(x) - \frac{1}{2}R_1 \]

and
\[ \frac{d^2}{dx^2}R_2(x) = R(x) \quad \text{since} \quad \frac{d}{dx}\text{step}(x) = \delta(x) \]

Similarly
\[ \frac{d^2}{dx^2}\Phi_2(x) = |\phi(x)|^2 \phi(x) \]

so that, after inverse Fourier transforming, we obtain
\[ u(t) \frac{d^2}{dx^2} \phi(x) = -R(x) \frac{\Omega}{\pi} \text{sinc}(\Omega t) \otimes_t f(t) \]
\[ -\frac{i\kappa}{\pi} \text{sinc}(\Omega t) |u(t)|^2 u(t) |\phi(x)|^2 \phi(x) \]

### 4.4 Source Function Models

Any solution for \( \Psi(r,t) = \phi(r)u(t) \) depends explicitly on the source function \( R(r)f(t) \). Physically, \( f(t) \) represents the variations in the wave amplitude generated by changes in the wind velocity \( v(t) \) thereby producing an acceleration/deceleration and thus a force that ‘drives’ the wave motion. On the other hand \( R(r) \) is determined by the spatial frequency content of the sea surface. We now consider stochastic models for these function.

#### 4.4.1 Stochastic Model for \( R(r), \ r \in \mathbb{R}^2 \)

We require a model for the spatial frequency characteristics (i.e. the Power Spectral Density Function) of the stochastic field \( R(r) \) representing the sea surface at an instance in time. To this end, we consider a PSDF of the form
\[ P(k) = \frac{k^{2p}}{(k_0^2 + k^2)^\eta} = \left| \frac{(ik)^p}{(k - ik_0)^\eta} \right|^2 \]
where \( k = |\mathbf{k}| \) which is a generalization of the Berman processes where [36]

\[
P(k) = \frac{k^{2p}}{k_0^2 + k^2}
\]

that is, in turn, a generalization of the Ornstein-Uhlenbeck processes where [37], [38] and [39]

\[
P(k) = \frac{k}{k_0^2 + k^2}
\]

with parameters \( c \) and \( k_0 \), \( p > 0 \) and \( q > 0 \). The parameters \( p, q \) and \( k_0 \) provides a way of ‘shaping’ the PSDF of the stochastic field \( R(r) \) as illustrated in Figure 2.

Beyond this point, the PSDF decays and its asymptotic form is dominated by a \( k^{-2q} \) power law, a law that is consistent with a random scaling fractal. At low frequencies, the power spectrum is characterized by the term \( k^{2p} \). The parameter \( k_0 \) defines the principal spatial frequency (as illustrated in Figure 2) of the stochastic function \( R(r) \), that, using the Riesz operator, is given by

\[
R(r) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \left[ \frac{(ik)^p}{(k - ik_0)^q} \right] \exp(i\mathbf{k} \cdot \mathbf{r}) d^2k
\]

\[
= K(r) \otimes_r \nabla^p n(r)
\]

where \( N(k) \) is a white noise spectrum (with constant PSDF),

\[
n(r) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} N(k) \exp(i\mathbf{k} \cdot \mathbf{r}) d^2k
\]

and

\[
K(r) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} \left[ \frac{1}{(k - ik_0)^q} \right] \exp(i\mathbf{k} \cdot \mathbf{r}) d^2k
\]

Since (as derived in Appendix A)

\[
\int_{-\infty}^{\infty} r^{-2} \exp(-ik\mathbf{n} \cdot \mathbf{r}) d^2r = \frac{1}{(2i)^q\pi} \frac{\Gamma(1 - \frac{q}{2})}{\Gamma(\frac{q}{2})} \frac{1}{k^q}
\]

then

\[
\int_{-\infty}^{\infty} r^{-2} \exp[-i(k - ik_0)\mathbf{n} \cdot \mathbf{r}] d^2r
\]

\[
= \frac{1}{(2i)^q\pi} \frac{\Gamma(1 - \frac{q}{2})}{\Gamma(\frac{q}{2})} \frac{1}{(k - ik_0)^q}
\]

and thus

\[
K(r) = \frac{(2i)^q\pi\Gamma(\frac{q}{2})}{\Gamma(1 - \frac{q}{2})} \exp(-k_0\mathbf{n} \cdot \mathbf{r}) r^{-q-2}
\]

Hence, ignoring scaling,

\[
R_0(\mathbf{r}) = \frac{\exp(-k_0\mathbf{n} \cdot \mathbf{r})}{r^{2-q}} \otimes_r \nabla^p n(r)
\]

whose random scaling property is

\[
Pr[R_0(\mathbf{a} \mathbf{r}, k_0/a)] = a^{q-p}Pr[R_0(\mathbf{r}, k_0)]
\]

Here, as we scale \( \mathbf{r} \) by \( a \), the characteristic frequency \( k_0 \) is scaled by \( 1/a \), a result that relates to the scaling property of the Fourier transform, i.e.

\[
R(\mathbf{a} \mathbf{r}) \leftrightarrow \frac{1}{a} R \left( \frac{\mathbf{k}}{a} \right)
\]
The interpretation of this result is that, as we zoom into the stochastic field \( R(\mathbf{r}, k_0) \), the distribution of amplitudes remains the same (subject to scaling by \( a^{p-q} \)) and the characteristic frequency of the field increases by a factor of \( 1/a \). Finally, we apply a spatial frequency ‘bias’ by letting
\[
 k = \sqrt{[(L_x k_x)^2 + (L_y k_y)^2]}
\]
in order to give a directionality to the surface waves generated by a prevailing wind direction. Thus if \( L_x = L_y = 1 \), the wind is taken to be omni-directional whereas if \( L_x = 0 \) and \( L_y = 1 \), for example, then the effect is to lowpass the spectrum of \( N(k_x, k_y) \) in \( k_y \) alone, thereby generating a stochastic field \( R(x, y) \) with a high frequency \( x \)-directional bias.

### 4.4.2 Stochastic Model for \( f(t) \)

If \( f(t) \) represents the force of the wind on the sea surface at any time \( t \) then the function
\[
g(t) = \frac{\Omega}{\pi} \text{sinc}(\Omega t) \otimes_t f(t)
\]
given in (7), models the conversion of this force into that which ‘drives’ the wave motion of the sea surface. The bandwidth \( \Omega \) limits the frequency spectrum at which this conversion takes place due to the change in density at the boundary between the air and the sea surface. For a unit mass, \( f(t) \) is given by (from Newton’s second law of motion)
\[
f(t) = d_t v(t)
\]
Thus, in order to compute a suitable stochastic model for \( f(t) \), it is necessary to analyse the stochastic behaviour of the wind velocity \( v(t) \) and in the following section this is explored using experimental data.

### 5 Statistical Analysis of the Wind Velocity

The statistical analysis of wind velocity provides a route to developing stochastic models for wind speed including those used in forecasting [40]. In this section we consider a stochastic model for the wind velocity that is designed to provide a stochastic source function for the generation of sea surface waves. In particular, we are interested in the time variations associated with the source function \( s(\mathbf{r}, t) \) given in equation (5).

Figure 3 shows a polar plot of experimental data for hourly wind velocities (in metres per second) against wind directions (in degrees). The data consists of 8000 samples recorded at Dublin Airport, Ireland from 00:00:00 on 1 January 2008 to 06:00:00 on 29 November 2008. The maximum wind velocity is 21.1ms\(^{-1}\).

Figure 4 show plots of the wind velocity and wind direction together with associated histograms illustrating a marked difference in their statistical characteristics. The wind velocity has a Rayleigh-type distribution with a mode of 5ms\(^{-1}\) whereas the wind direction is has a marked statistical bias toward higher angles with a primary mode of 240 degrees accounting for the directional bias observed in Figure 3.

Figure 5 compares the velocity gradient \( f(t) \) (which represents the force generated by the wind for a unit mass computed by forward differencing) with the output from a Gaussian distributed random number stream (with zero-mean). By comparing these number streams, it is clear that the statistical characteristics of \( f(t) \) are not Gaussian. The plot of \( f(t) \) obtained from the experimental wind velocity data clearly shows that there are a number of rare but extreme events corresponding to short periods of time over which the change in wind velocity is relatively high. This leads to a distribution with a narrow width but longer tail (when compared to a normal distribution). Non-Gaussian distributions of this type are typical of Lévy processes [29], [30] which are discussed in the following section.
Figure 4: Plots of the wind velocity (top-left in metres per second) and wind direction (bottom-left in degrees) and the associated 21-bin and 360-bin histograms (top-right and bottom-right), respectively.

Figure 5: Plots of a zero-mean Gaussian distributed stochastic signal (bottom-left) obtained using MATLAB V7 randn function (above) and gradient of the wind velocity given in Figure 5 (below).

5.1 Lévy Processes

Lévy processes are random walks whose distribution has infinite moments. The statistics of (conventional) physical systems are usually concerned with stochastic fields that have PDFs where (at least) the first two moments (the mean and variance) are well defined and finite. Lévy statistics is concerned with statistical systems where all the moments (starting with the mean) are infinite. Many distributions exist where the mean and variance are finite but are not representative of the process, e.g. the tail of the distribution is significant, where rare but extreme events occur. These distributions include Lévy distributions [31], [32] and [33]. Lévy’s original approach to deriving such distributions is based on the following question: Under what circumstances does the distribution associated with a random walk of a few steps look the same as the distribution after many steps (except for scaling)? This question is effectively the same as asking under what circumstances do we obtain a random walk that is statistically self-affine. The characteristic function $P(k)$ of such a distribution $p(x)$ was first shown by Lévy to be given by (for symmetric distributions only)

$$P(k) = \exp(-a \cdot |k|^{\gamma}), \quad 0 < \gamma \leq 2$$ (8)

where $a$ is a constant and $\gamma$ is the Lévy index. For $\gamma \geq 2$, the second moment of the Lévy distribution exists and the sums of large numbers of independent trials are Gaussian distributed. For example, if the result were a random walk with a step length distribution governed by $p(x), \gamma \geq 2$, then the result would be normal (Gaussian) diffusion, i.e. a Brownian random walk process. For $\gamma < 2$ the second moment of this PDF (the mean square), diverges and the characteristic scale of the walk is lost. For values of $\gamma$ between 0 and 2, Lévy’s characteristic function corresponds to a PDF of the form

$$p(x) \sim \frac{1}{x^{1+\gamma}}, \quad x \rightarrow \infty$$

Lévy processes are consistent with a fractional diffusion equation as we shall now show [34]. The evolution equation for a random walk process leading to a macroscopic field denoted by $v(x, t)$ is given by

$$v(x, t + \tau) = v(x, t) \otimes_x p(x)$$

which, in Fourier space, is

$$V(k, t + \tau) = V(k, t)P(k)$$

From (8), we note that

$$P(k) = 1 - a \cdot |k|^{\gamma}, \quad a \rightarrow 0$$
so that we can write
\[ V(k, t + \tau) - V(k, t) \approx -\frac{a}{\tau} |k| V(k, t) \]
which for \( \tau \to 0 \) gives the fractional diffusion equation
\[ \sigma \frac{\partial}{\partial t} v(x, t) = \frac{\partial^\gamma}{\partial x^\gamma} v(x, t), \quad \gamma \in (0, 2) \]
where \( \sigma = \tau / a \) and we have used the result
\[ \frac{\partial^\gamma}{\partial x^\gamma} v(x, t) = -\frac{1}{2\pi} \int_{-\infty}^{\infty} |k| |V(k, t)| \exp(ikx) dk \]
The solution to this equation with the singular initial condition \( v(x, 0) = \delta(x) \) is given by
\[ v(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp(ikx - t |k| / \sigma) dk \]
which is itself Lévy distributed. This derivation of the fractional diffusion equation reveals its physical origin in terms of Lévy statistics.

For normalized units \( \sigma = 1 \) we consider (9) for a white noise source \( n(t) \in [0, 1]|t| \) with \( \text{Pr}[n(t)] = 1 \) given by
\[ \frac{\partial^\gamma}{\partial x^\gamma} v(x, t) = -\delta(x) n(t), \quad \gamma \in (0, 2) \]
which, at \( x = 0 \) has the Green’s function solution
\[ v_0(t) = \frac{1}{\Gamma(1/\gamma)} t^{1-1/\gamma} \otimes_t n(t) \]
where \( v_0(t) \equiv v(0, t) \). This equation is an example of fractional stochastic partial differential equations used to model Lévy noise compared to a stochastic partial differential equations with Lévy noise [41].

The function \( v_0 \) has a Power Spectral Density Function (PSDF) given by (for constant of proportionality \( c \))
\[ |V_0(\omega)|^2 = \frac{c}{|\omega|^{2/\gamma}} \]
where
\[ V_0(\omega) = \int_{-\infty}^{\infty} v_0(t) \exp(-i\omega t) dt \]
and a self-affine scaling relationship
\[ \text{Pr}[v_0(at)] = a^{1/\gamma} \text{Pr}[v_0(t)] \]
for scaling parameter \( a > 0 \). This scaling relationship means that the statistical characteristics of \( v_0(t) \) is invariant of the time scale.

### 5.2 Lévy Index Analysis

The PSDF of \( |V_0(\omega)|^2 \) provides a method of computing \( \gamma \) using the least squares method based on minimizing the error function
\[ e(c, \gamma) = \|2 \ln |V_0(\omega)| - \ln c - 2\gamma^{-1} \ln |\omega| \|^2, \quad \omega > 0 \]
Figure 6 shows the computation of \( \gamma(t) \) for a moving window of size 1024 elements. Table 2 provides some basic statistical information with regard to \( \gamma(t) \) for this data. Application of the Bera-Jarque parametric hypothesis test of composite normality is rejected (i.e. ‘Composite Normality’ is of type ‘Reject’) and thus \( \gamma(t) \) is not normally distributed. This result illustrates that the wind velocity function is a self-affine stochastic function with a mean Lévy index of 1.55. Based on this result, Figure 6 shows a simulation of the wind velocity based on the computation of \( v_0(t) \) in (10) for \( \gamma = 1.55 \). The simulation is based on transforming (10) into Fourier space and using a Discrete Fourier Transform. The function \( n(t) \) is computed using MATLAB (V7) uniform random number generator \( \text{rand} \) for seed = 1.
Table 2: Statistical parameters associated with the Lévy index function given in Figure 6.

<table>
<thead>
<tr>
<th>Statistical Parameter</th>
<th>Value for $\gamma(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum Value</td>
<td>1.3467</td>
</tr>
<tr>
<td>Maximum Value</td>
<td>1.7836</td>
</tr>
<tr>
<td>Range</td>
<td>0.4369</td>
</tr>
<tr>
<td>Mean</td>
<td>1.5490</td>
</tr>
<tr>
<td>Median</td>
<td>1.5493</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.0522</td>
</tr>
<tr>
<td>Variance</td>
<td>0.0027</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.0106</td>
</tr>
<tr>
<td>Kertosis</td>
<td>2.7833</td>
</tr>
<tr>
<td>Composite Normality</td>
<td>Reject</td>
</tr>
</tbody>
</table>

6 Iterative Solutions

We consider iterative solutions to the equations

$$u(t) = \frac{\Omega}{\pi} \text{sinc}(\Omega t) \otimes f(t) + \kappa \frac{\Omega}{\pi} \text{sinc}(\Omega t) \otimes u(t) \mid u(t)^2$$

(11)

where $f(t) = d_t v_0(t)$ and

$$\nabla^2 \phi(r) = R(r) + \kappa \phi(r) \mid \phi(r)^2, \quad r \in \mathbb{R}^2$$

(12)

6.1 Temporal Solution

We consider an iterative solution to (11) of the form (for $n = 0, 1, 2, ...$)

$$u_{n+1}(t) = \frac{\Omega}{\pi} \text{sinc}(\Omega t) \otimes f(t)$$

$$+ \kappa \frac{\Omega}{\pi} \text{sinc}(\Omega t) \otimes u_n(t) \mid u_n(t)^2$$

The convergence criterion for this solution is derived in Appendix B where it is shown that

$$\|u(t)\|^2 < \frac{1}{3\kappa} \sqrt{\frac{\pi}{\Omega}}$$

We therefore consider the first order approximation for the signal $u_1(t)$ given by

$$u_1(t) = \tilde{f}(t) + \kappa \frac{\Omega}{\pi} \text{sinc}(\Omega t) \otimes f(t) \mid f(t)^2$$

(13)

where

$$\tilde{f}(t) = \frac{\Omega}{\pi} \text{sinc}(\Omega t) \otimes f(t)$$

under the condition

$$\|u(t)\|^2 << \frac{1}{3\kappa} \sqrt{\frac{\pi}{\Omega}}$$

This solution is equivalent to application of the Born approximation for Schrödinger scattering theory when the (time-independent) potential $V(r)$, $r \in \mathbb{R}^3$ is taken to be a ‘weak scatterer’ subject to the condition $\|V\|_2 << R^{-2}$, $r \in [0, R]$.

We require a numerical simulation for $u_1(t)$ to investigate the effect of the nonlinear term in (13) given that

$$f(t) = \frac{1}{\Gamma(1/\gamma) t^{1-1/\gamma}} \otimes d_t n(t)$$

(14)

where $n(t) \in [0, 1]$ and $\text{Pr}[n(t)] = 1$ and the normalisation condition $\|f(t)\|_\infty = 1$. The numerical simulation is obtained by transforming (13) and (14) into Fourier space and using a Discrete Fourier Transform to filter the array $n[i]$ and inverse Fourier transforming the result. Figure 7 shows an example of the computation of $u_1[i]$, $i = 1, 2, ..., N$ for $N = 1000$ and with $\Omega = 15$ and $\gamma = 1.55$ using MATLAB (V7) function $\text{rand}$ with seed $= 1$ to compute $n[i]$. For $q = 1$, Figure 7 illustrates the influence of the nonlinear term in (13) with regard to generating waves whose amplitudes are in excess of the corresponding linear waves. The relatively high amplitude wave obtained between line elements 400 and 500 in Figure 7, which are typical of simulation based on (13), exhibits an abyssal trough commonly seen before and after a freak wave that in practice may last only for some minutes before either breaking, or reducing in size. With regard the model used, it is clear that this behaviour depends on the magnitude of the source function $f(t)$ and that this function is determined by the characteristics of $v_0(t)$ as determined by the Lévy index $\gamma$.

For large changes in $v_0(t)$ where the force of the wind $f(t) = d_t v_0(t)$ is high, the likelihood of a freak wave is increased. This likelihood is a result of the non-Gaussian distribution assumed for $f(t)$, as illustrated in Figure 5, where, compared to Gaussian distributed deviates, rare but extreme values can occur.

6.2 Spatial Solution

The Green’s function transformation to (12) is (for the infinite domain) given by

$$\phi(r) = -\ln(r) \otimes [R(r) + \kappa \mid \phi(r)^2 \phi(r)]$$

(15)

which has the iterative solution (for $n = 0, 1, 2, ...$)

$$\phi_{n+1}(r) = -\ln(r) \otimes [R(r) + \kappa \mid \phi_n(r)^2 \phi_n(r)]$$

where

$$\phi_0(r) = -\ln(r) \otimes R(r)$$
Figure 7: Simulation of $u_1[i]$ for $q = 2$ (Blue) and for $q = 1$ (Red). The nonlinear term given in (13) is shown in Green.

with convergence criterion (derived in Appendix C) given by

$$
\|\Phi(r)\| < \left( \frac{2}{9\pi \kappa^2} \right)^{\frac{1}{4}}, \quad r \in [0, 1]
$$

and where, based on the model discussed in Section 4.4.1,

$$
R(r) = \frac{\exp(-k_0 \hat{n} \cdot r)}{r^{2-q}} \nabla^p n(r)
$$

We consider an approximate first order solution $\phi_1$ for $\phi$ given by

$$
\phi_1(r) = \ln(r) \otimes R(r) + \kappa |\ln(r) \otimes R(r)|^2 [\ln(r) \otimes R(r)]
$$

based on the computation of $\ln(r) \otimes R(r)$ in Fourier space using a Fast Fourier Transform, i.e.

$$
\ln(r) \otimes R(r) \leftrightarrow \frac{1}{k^2 (k - ik_0)^p} N(k), \quad k > 0
$$

For the linear case in which $q = 2$, Figure 8 illustrates the effect of increasing the spatial frequency via the parameter $p$ for $L_x = 0$, $L_y = 1$ and $k_0 = 50$ based on using a zero mean random Gaussian field $n(x, y)$.

Figure 9 shows an example of $\phi_1$ given by (16) for $(k_0, L_x, L_y, p, q) = (50, 0, 1, 0.99, 2)$ and $(k_0, L_x, L_y, p, q) = (50, 0, 1, 0.99, 1)$ based on using a zero mean random Gaussian field $n(x, y)$. The normalized surface plots illustrate the influence of the nonlinear term to produce a single ‘freak wave’ for $q = 1$.

7 Scattering Model for a Freak Wave

One of the principal issues associated with using the (cubic) NLS equation to model freak waves is that it is based

Figure 8: Examples of the stochastic surfaces $\phi_1$ obtained using (16) - visualized as 512×512, 8-bit grey level images - for $(k_0, L_x, L_y, q) = (50, 0, 1, 2)$ with $p = 1.1$ (top), $p = 1.5$ (centre) and $p = 1.9$ (bottom) computed using the MATLAB (V7) random number generating function randn for seed = 1.
on a phenomenology, like the Schrödinger equation itself (linear of otherwise). In this section, we illustrate how to obtain analogous (nonlinear) behaviour based on a novel approach to solving the Helmholtz scattering problem which, in turn, is based on the classical wave equation for variable wavespeed. We consider a solution to this equation based on a phase only condition for the sum of the incident and scattered wavefield and aim to develop a solution that provides a model for the time evolution of a freak wave.

7.1 Inhomogeneous Wave Equation

Consider the inhomogeneous wave equation for \( r \in \mathbb{R}^3 \) for a source function \( s(r,t) \) given by

\[
\left( \nabla^2 - \frac{1}{c^2(r)} \frac{\partial^2}{\partial t^2} \right) \Psi(r,t) = -s(r,t)
\]

where \( c(r) \) is the wavespeed function and let

\[
\Psi(r,t) = \frac{1}{(2\pi)^3} \int_{-\infty}^{\infty} \psi(r,\omega) \exp(i\omega t) d\omega
\]

and

\[
s(r,t) = \frac{1}{(2\pi)^3} \int_{-\infty}^{\infty} S(r,\omega) \exp(i\omega t) d\omega
\]

so that, with

\[
\frac{1}{c^2(r)} = \frac{1}{c_0^2} [1 + \gamma(r)]
\]

we can write

\[
(\nabla^2 + k^2) \psi(r,\omega) = -k^2 \gamma(r) \psi(r,\omega) - S(r,\omega)
\]

where \( k = \omega/c_0 \) and \( \gamma \) is the ‘scattering function’. Appendix D provides a derivation of this result using the (linearised) Navier-Stokes equations where it is shown that \( \Psi \) represents the scalar velocity field and \( \gamma \) represents variations in the material density for the case when the viscosity is negligible and the compressibility is a constant. In particular, the scattering function is given by

\[
\gamma_p(r) = \frac{\rho(r) - \rho_0}{\rho_0}
\]

where \( \rho_0 \) is the ‘average density’.

Let

\[
\psi(r,\omega) = \psi_i(r,\omega) + \psi_s(r,\omega)
\]

where \( \psi_s \) is the scattered field whose solution we require and \( \psi_i \) is the solution of

\[
(\nabla^2 + k^2) \psi_i(r,\omega) = -S(r,\omega)
\]
given by
\[ \psi_i(r, \omega) = \frac{\exp(ikr)}{4\pi} \otimes_r S(r, \omega) \]

The equation
\[ (\nabla^2 + k^2) (\psi_i + \psi_s) = -k^2 \gamma_\rho(\psi_i + \psi_s) - S \]
is then reduced to
\[ (\nabla^2 + k^2) \psi_s = -k^2 \gamma_\rho \psi_s \quad (17) \]

However, since
\[ \nabla^2 \left( \frac{1}{4\pi r} \right) = -\delta^3 \]
we can write
\[ (\nabla^2 + k^2) \psi_s = \nabla^2 \left[ \left( \delta^3 - \frac{k^2}{4\pi r} \right) \otimes_r \psi_s \right] \]
\[ = \left( \delta^3 - \frac{k^2}{4\pi r} \right) \otimes_r \nabla^2 \psi_s \]
and thus
\[ \frac{1}{4\pi r_+} \otimes_r \nabla^2 \psi_s = \gamma_\rho \psi_s \]
or
\[ \psi_s(r) = -\gamma_\rho(r) \psi(r, k) \]

where we have used the result
\[ \frac{1}{4\pi r_+} \otimes_r \nabla^2 \psi_s = \psi_s \otimes_r \nabla^2 \left( \frac{1}{4\pi r_+} \right) \sim -\psi_s, \quad r_+ \to r \]

In the context of this result, we require a solution for the scattered field that satisfies the equation
\[ \psi^*_s \psi_s + |\psi_s|^2 = -\gamma_\rho |\psi|^2 \]

This result is consistent with the application of a low spatial frequency condition since in Fourier space equation (17) can be written as
\[ (-u^2 + k^2) \tilde{\psi}_s(u, \omega) = -k^2 \tilde{\gamma}_\rho(u) \otimes_u \tilde{\psi}(u, \omega) \]
where \( u \equiv |u| \),
\[ \tilde{\psi}_s(u, \omega) = \int_{-\infty}^{\infty} \psi_s \exp(-iu \cdot r) d^3r, \]
\[ \tilde{\psi}(u, \omega) = \int_{-\infty}^{\infty} \psi \exp(-iu \cdot r) d^3r \]
and
\[ \tilde{\gamma}_\rho(u) = \int_{-\infty}^{\infty} \gamma_\rho(r) \exp(-iu \cdot r) d^3r \]

Thus, if
\[ k^2 - u^2 = k^2 \left( 1 - \frac{u^2}{k^2} \right) \sim k^2, \quad u/k << 1 \]
then
\[ \tilde{\psi}_s(u, \omega) = -\tilde{\gamma}_\rho(u) \otimes_u \tilde{\psi}(u, \omega) \]
or
\[ \psi_s(r, \omega) = -\gamma_\rho(r) \tilde{\psi}(r, \omega) \]

where the functions \( \gamma_\rho, \psi \) and \( \psi_s \) are taken to be 'low-band-pass' functions, e.g. \( \tilde{\gamma}_\rho(u) \to 0 \) as \( u \to \infty \). This implies that all functions in equation (17) are taken to be smooth in the sense that they are piecewise continuous and differentiable. Similarly, we note that, under the condition \( u/k << 1 \),
\[ \psi_i(r, \omega) = -S(r, \omega) \]

### 7.2 Phase Only Solution

If we consider the function \( \psi(r, \omega) \) to be a phase only wavefield where, for unit amplitude,
\[ \psi(r, \omega) = \exp[i\theta_\psi(r, \omega)] \]
then
\[ \psi_s = -\frac{\psi_i}{|\psi_i|^2} (\gamma_\rho + |\psi_s|^2) \]
which has first and second order solutions given by
\[ \psi_s^{(1)} = -\frac{\gamma_\rho \psi_i}{|\psi_i|^2} \]
and
\[ \psi_s^{(2)} = -\frac{\gamma_\rho \psi_i}{|\psi_i|^2} \left( 1 + \frac{\gamma_\rho}{|\psi_i|^2} \right) \]
respectively. Thus, with
\[ S(r, \omega) = R(r) H(\omega) F(\omega) \]
where
\[ F(\omega) = \int_{-\infty}^{\infty} f(t) \exp(-i\omega t) dt \]
and \( f(t) \) is given by equation (14), the solution for \( \Psi_s^{(1)} \)
becomes
\[ \Psi_s^{(1)}(r, t) = \frac{\gamma_\rho(r)}{R(r)} \frac{1}{2\pi} \int_{-\Omega}^{\Omega} \frac{F(\omega)}{|F(\omega)|^2 + \epsilon} \exp(i\omega t) d\omega \quad (18) \]
where \( \epsilon \) is a regularising constant.

Figure 10 shows a numerical example of the temporal characteristics associated with this solution for \( \epsilon = 10^{-9} \).
computed over a 1000 element array. The spectrum $F(\omega)$ is computed from the source function $f(t)$ given by equation (14) for $\gamma = 1.55$ using MARLAB (V7) rand, seed = 1 and normalisation condition $\|f(t)\|_\infty = 1$. The figure compares this result with the signal $\bar{f}(t) = \frac{1}{2\pi} \int_{-\Omega}^{\Omega} F(\omega) \exp(i\omega t) d\omega$

used to ‘source’ the solution.

This example illustrates the ability for a low spatial frequency and phase only scattering model to generate large amplitude waves even when the scattering function is a constant. This is due to the phase only solution being characterised by the inverse filter $F^* / |F|^2$. In contrast, if the phase only condition is relaxed, then the first and second order scattered fields become

$$\psi^{(1)}_s = -\gamma_\rho \psi_i$$

and

$$\psi^{(2)}_s = -\gamma_\rho (1 - \gamma_\rho)^2 \psi_i - \gamma_\rho^2 \psi_i$$

respectively, and, for constant $\gamma_\rho$, the temporal characteristics of both solutions are characterised by $F(\omega)$. This approach to modelling freak waves is similar to modelling the scattering of electromagnetic waves from a random fractal surface [45] but relies on a low frequency condition to derive equation (18).

\section{Conclusion}

The model presented in this paper provides a ‘route to unification’ between linear and nonlinear models for modelling deep water surface waves. Based on generalizing the cubic nonlinear Schrödinger equation to

$$\left( \nabla^2 + i\beta^2 \right) \Psi(r, t) = -\kappa \left( |\Psi(r, t)|^2 \Psi(r, t) - s(r, t) \right)$$

with

$$q \in [1, 2], \quad \kappa = (2 - q)$$

and considering separable forms for $\Psi(r, t)$ and $s(r, t)$ given by $\Psi(r, t) = \phi(r) u(t)$ and $s(r, t) = R(r) f(t)$, respectively, we have obtained the Green’s function transformation (ignoring scaling constants)

$$u(t) \nabla^2 \phi(r) = \text{sinc}(\Omega t) \otimes_1 f(t) R(r)$$

$$+ \kappa \text{sinc}(\Omega t) \otimes_1 u(t) |^2 u(t) | \phi(r) |^2 \phi(r)$$

where $\Omega$ is the bandwidth of the wavefield. Crucially, this result is based on considering a low bandwidth condition in which $\Omega \rightarrow 0$ that, compared with other applications, can be applied in the case of modelling low frequency sea waves.

The models for $f(t)$ and $R(r)$ are both based on self-affine stochastic functions, i.e.

$$f(t) = \frac{1}{\Gamma(1/\gamma) t^{1-1/\gamma}} \otimes_1 d_n(t), \quad n(t) \in [0, 1], \quad \Pr[n(t)] = 1$$

where $\gamma$ is the Lévy index and

$$R(r) = \frac{\exp(-k_0 \hat{n} \cdot r)}{r^{q-p}} \otimes_1 \nabla^p n(r), \quad q > p,$$

$$\Pr[n(r)] = \text{Gauss}(x)$$

We have developed a model for wind velocities based on the application of a Lévy distributed field obtained from an analysis of experimental data. This has shown that wind velocities are statistically self-affine. Thus, we may conclude that the conversion of wind energy into wave energy is self-affine. Moreover, the force generated through the rate of change of wind velocity is not a Gaussian process but, a Lévy process in which extreme values are more common. This is typical of many naturally occurring [42] and man-made time series. An important example of the latter case includes financial time series, e.g. [43] and [44].

The model developed depends on this non-Gaussian stochasticism in which $\Omega$ defines the bandwidth at which wind energy is converted into wave energy. The fact that wind forces are non-Gaussian may, according to the model presented, account for the more common occurrence of freak waves than would be expected for Gaussian processes alone.

Although the cubic NLS equation for modelling freak waves forms a central theme of this paper, we have also
considered a low spatial frequency scattering model to illustrate that there are other ‘routes’ to freak wave modelling. Under the phase only condition, this approach reveals that the time-dependent characteristics of the scattered wave are determined by the inverse of the spectrum of the source function which is independent of the scattering function.

Unlike phenomenological models such as the (cubic) NLS equation, the scattering model considered in Section 7 is based on the Navier-Stokes equations. In order to illustrate the solution method considered and some of its characteristics, we have considered a wave equation for the scalar velocity field propagating through a non-viscous fluid where the relaxation time is zero. Thus, a further development will be to consider a model for wave propagation and scattering in a homogeneous viscous fluid.

Appendix A: Generalized Fourier Transform of $|r|^q$ for $r \in \mathbb{R}^n$

**Theorem.** If $q \neq 2m$ or $-n-2m$ where $m = 0, 1, 2, \ldots$, then

$$\int_{-\infty}^{\infty} r^n \exp(-i|k \cdot r|)d^n r = \frac{(\frac{1}{2}q + \frac{1}{2}n - 1)!}{(\frac{1}{2}q - 1)!} 2^{q+n} \pi^{n/2} k^{-q-n}$$

where $k$ and $r$ are the $n$-dimensional vectors $(k_1, k_2, \ldots, k_n)$ and $(r_1, r_2, \ldots, r_n)$ respectively,

$$r \equiv |r| = \sqrt{r_1^2 + r_2^2 + \ldots + r_n^2},$$

$$k \equiv |k| = \sqrt{k_1^2 + k_2^2 + \ldots + k_n^2}$$

and

$$\int_{-\infty}^{\infty} f(r) \exp(-i|k \cdot r|)d^n r$$

is taken to mean

$$\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f(r_1, r_2, \ldots, r_n) \exp[-i(k_1 r_1 + k_2 r_2 + \ldots + k_n r_n)] dr_1 dr_2 \ldots dr_n$$

**Proof.** The proof of this result is based two results:

(i) If $f$ is a function of $r$ only, then

$$F(k) = \left(1 - \frac{\partial^2}{\partial k_1^2} - \frac{\partial^2}{\partial k_2^2} - \ldots - \frac{\partial^2}{\partial k_n^2}\right)^N \times (2\pi)^{n/2} \int_{-\infty}^{\infty} f(r) r^{n-1} J_{\frac{n-2}{2}}(kr) dr$$

where $N$ is a positive integer and $J_{(n-2)/2}$ is the Bessel function (of order $(n-2)/2$).

(ii) For Bessel Functions,

$$\frac{(2\pi)^{n/2}}{k^{n/2} \pi} \int_{0}^{\infty} \frac{r^{q+(n/2)}}{(1 + r^2)^N} J_{\frac{n-2}{2}}(kr) dr$$

$$= \frac{\pi^{n/2}}{(N - 1)!} \frac{(\frac{1}{2}q + \frac{1}{2}n - 1)!}{(N - 1)!}$$

$$+ \frac{\pi^{n/2} k^{2N-q-n} (\frac{1}{2}q + \frac{1}{2}n - N - 1)!}{(N - \frac{1}{2}q - 1)!}$$

$$\times F_1(\frac{1}{2}q + \frac{1}{2}n; \frac{1}{2}q + \frac{1}{2}n - N + 1, \frac{1}{2}n; \frac{1}{2}k^2)$$

$$\times \int_{0}^{\infty} f(r) r^{n-1} \exp(-i kr \cos \theta) dr$$

The first of these results can be obtained by choosing a polar axis to lie along the direction of $k$ so that $k \cdot r = kr \cos \theta_1$ and

$$F(k) = \int_{\theta_1}^{\theta_1 + \pi} f(r) \exp(-i kr \cos \theta_1) d\theta_1$$

$$= \int_{0}^{\infty} f(r) r^{n-1} \exp(-i kr \cos \theta_1) \sin^{n-2} \theta_1 d\theta_1$$

$$\times \int_{0}^{\infty} \int_{0}^{\infty} \cdots \int_{0}^{\infty} \sin^{n-3} \theta_2 \sin \theta_{n-2} d\theta_2 \ldots d\theta_{n-1} d\theta_1$$

$$= \int_{0}^{\infty} f(r) r^{n-1} \frac{2\pi^{(n-1)/2}}{(\frac{1}{2}n - \frac{3}{2})!}$$

$$\times \int_{0}^{\pi} \exp(-i kr \cos \theta_1) \sin^{n-2} \theta_1 d\theta_1$$

using

$$\int_{0}^{\pi} \sin^{n} \theta d\theta = \frac{(\frac{1}{2}n - \frac{1}{2})! 2^{n/2}}{\left(\frac{1}{2}n\right)!}.$$

Now,

$$- \left( \frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} + \ldots + \frac{\partial^2}{\partial k_n^2} \right)$$

$$= \int_{-\infty}^{\infty} f(r) r^{n-1} \exp(-i k \cdot r) dr$$
and therefore
\[
\left(1 - \frac{\partial^2}{\partial k_1^2} - \frac{\partial^2}{\partial k_2^2} - \ldots - \frac{\partial^2}{\partial k_n^2}\right)^N
= \int_{-\infty}^{\infty} f(r)(1 + r^2)^N \exp(-ik \cdot r) d^n r.
\]
Hence, we can write
\[F(k) = \left(1 - \frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} - \ldots - \frac{\partial^2}{\partial k_n^2}\right)^N \times (2\pi)^{n/2} \int_0^{\infty} f(r)r^{n-1} \frac{J_{n-2}^2(kr)}{(kr)^{(n/2)-1}} dr. \quad (A.2)
\]
The ratio of two successive terms \(u_{n+1}/u_n\) in the infinite series for \(1 F_2\) is \((a+n)x/[(n+1)(b+n)(c+n)]\) which tends to zero as \(n \to \infty\) for any finite \(x\). Thus, the series for \(1 F_2\) converges absolutely and uniformly with respect to \(x\) and the same is true of its derivatives (provided that neither \(b\) or \(c\) is a negative integer or zero when the series diverges). Therefore,
\[
\left(\frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} + \ldots + \frac{\partial^2}{\partial k_n^2}\right) 1 F_2(a; b; \frac{1}{2}n; \frac{1}{4}k^2)
= \frac{(b-1)!(\frac{1}{2}n-1)!}{(a-1)!} \left(\frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} + \ldots + \frac{\partial^2}{\partial k_n^2}\right)
= \sum_{s=0}^{\infty} \frac{(a+s-1)!(\frac{1}{2}n+s-1)!(\frac{1}{4}k^2)^{2s}}{(b+s)(b+s-1)!}\]
\[= \frac{(b-1)!(\frac{1}{2}n-1)!}{(a-1)!} \sum_{s=0}^{\infty} \frac{(a+s-1)!(\frac{1}{2}n+s-1)!(\frac{1}{4}k^2)^{2s}}{(b+s)!(b+s-1)!}.
\]
The term for \(s = 0\) disappears so that, by replacing \(s\) by \(s + 1\) we obtain
\[
\left(\frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} + \ldots + \frac{\partial^2}{\partial k_n^2}\right) 1 F_2(a; b; \frac{1}{2}n; \frac{1}{4}k^2)
= \frac{(b-1)!(\frac{1}{2}n-1)!}{(a-1)!} \sum_{s=0}^{\infty} \frac{(a+s-1)!(\frac{1}{2}n+s-1)!(\frac{1}{4}k^2)^{2s}}{(b+s)(b+s-1)!} (a+s-b-s)
= \frac{a-b}{b} \times 1 F_2(a; b; b+1; \frac{1}{2}n; \frac{1}{4}k^2).
\]
Hence,
\[
\left(\frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} + \ldots + \frac{\partial^2}{\partial k_n^2}\right)^N 1 F_2(a; b; \frac{1}{2}n; \frac{1}{4}k^2)
= \frac{(a-b)(a-b-1) \ldots (a-b-N+1)}{b(b+1) \ldots (b+N-1)} \times 1 F_2(a; b; a+N; \frac{1}{2}n; \frac{1}{4}k^2). \quad (A.3)
\]
In the first term of \((A.1)\) \(a = \frac{1}{2}(q+n), b = \frac{1}{2}(q+n) - N + 1\) so that \(a - b = N + 1\) with the result that the right hand side of the equation vanishes. For the second term of \((A.1)\), consider, with \(b > 0\)
\[
\left(\frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} + \ldots + \frac{\partial^2}{\partial k_n^2}\right) k^{2b} 1 F_2(a; b; \frac{1}{2}n, b+1; \frac{1}{4}k^2)
= \frac{(b+\frac{1}{2}n-1)!bl}{(a-1)!} \sum_{s=0}^{\infty} \frac{(a+s-1)!k^{2b+2s-2}}{4^{s-1}(b+\frac{1}{2}n-2+s)!} [(b+s-1)!s!]
\]
as above. Hence,
\[
\left(\frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} + \ldots + \frac{\partial^2}{\partial k_n^2}\right) k^{2b} 1 F_2(a; b+\frac{1}{2}n, b+1; \frac{1}{4}k^2)
= \frac{(b+\frac{1}{2}n-1)!bl}{(a-1)!} [((b+\frac{1}{2}n-2)!/(b-1)!)]
\]
\[= \sum_{s=0}^{\infty} \frac{(a+s-2)!((a-1)k^{2b+2s-2})}{4^{s-1}(b+\frac{1}{2}n-2+s)!} [(b+s-1)!s!]
\]
from which it is evident that
\[
\left(\frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} + \ldots + \frac{\partial^2}{\partial k_n^2}\right) k^{2b}
\times 1 F_2(1; b+\frac{1}{2}n, b+1; \frac{1}{4}k^2)
= (b+\frac{1}{2}n-1)4bk^{2b-2} \quad (A.4)
\]
and
\[
\left(\frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} + \ldots + \frac{\partial^2}{\partial k_n^2}\right) k^{2b}
\times 1 F_2(a; b+\frac{1}{2}n, b+1; \frac{1}{4}k^2)
= 4b(b+\frac{1}{2}n-1)k^{2b-2} 1 F_2(a-1; b+\frac{1}{2}n-1, b; 1/4k^2),
\]
\(a \neq 1\)
Consequently, if \(a \neq 1\) or 2, then since
\[
\left(\frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} + \ldots + \frac{\partial^2}{\partial k_n^2}\right) k^q = q(q+n-2)k^{q-2}
\]
for all \(q\) except those for which
\[q + n = 2, 0, -2, -4, \ldots\]
if follows that
\[
\left(\frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} + \ldots + \frac{\partial^2}{\partial k_n^2}\right) k^{2b}
\times 1 F_2(a; b+\frac{1}{2}n, b+1; \frac{1}{4}k^2)
= 4^2b(b-1)(b+\frac{1}{2}n-1)(b+\frac{1}{2}n-2)k^{2b-4}
\times 1 F_2(a-2; b+\frac{1}{2}n-2, b-1; 1/4k^2)
\]


where, in deriving this result, since it cannot be assumed
that $b - 1 > 0$, with $b = N - \frac{1}{2}q - \frac{1}{2}n$ we impose the
condition $q = 2m \ (m = 0, 1, 2, ...)$. Thus, using (A.4) we can write

\[
\left( \frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} + \ldots + \frac{\partial^2}{\partial k_n^2} - 1 \right)^N k^{2N-q-n} \\
\times 1 F_2(N; N - \frac{1}{2}q, N + 1 - \frac{1}{2}q - \frac{1}{2}n; \frac{1}{4}k^2) \\
= \left( \frac{\partial^2}{\partial k_1^2} + \frac{\partial^2}{\partial k_2^2} + \ldots + \frac{\partial^2}{\partial k_n^2} - 1 \right) \\
\times 4^{N-1} (N - \frac{1}{2}q - \frac{1}{2}n)!(N - \frac{1}{2}q - 1)!k^{-q-n+2} \\
\times (-\frac{1}{2}q - \frac{1}{2}n + 1)!(\frac{1}{4}k^2) \\
\times 1 F_2(1; -\frac{1}{2}q + 1, -\frac{1}{2}q - \frac{1}{2}n + 2; \frac{1}{4}k^2) \\
= (N - \frac{1}{2}q - \frac{1}{2}n)!(N - \frac{1}{2}q - 1)!4^N k^{-q-n} \\
\times (-\frac{1}{2}q - \frac{1}{2}n)!(\frac{1}{4}k^2). \quad (A.5)
\]

Using equations (A.5) and (A.3) in equations (A.1) and (A.2) we find that

\[
F(k) = \frac{(N - \frac{1}{2}q - \frac{1}{2}n)!(\frac{1}{2}q + \frac{1}{2}n - N - 1)!}{(-\frac{1}{2}q - \frac{1}{2}n)!(\frac{1}{4}k^2)} \\
\times 2^{q+n}(-1)^N \pi^{n/2} k^{-q-n}.
\]

Finally, using the formula

\[
z!(-z) = \frac{\pi z}{\sin \pi z}
\]

we have

\[
(N - \frac{1}{2}q - \frac{1}{2}n)!(\frac{1}{2}q + \frac{1}{2}n - N - 1)! \\
\times \frac{\pi}{\sin \pi(\frac{1}{2}q + \frac{1}{2}n - N)} \\
\times (-1)^N \pi \\
\sin \frac{\pi(q + n)}{2n} = (\frac{1}{2}q + \frac{1}{2}n - N)!(-\frac{1}{2}q - \frac{1}{2}n)!(-1)^N \\
\frac{\sin \frac{1}{2} \pi(q + n)}{\pi(q + n)}
\]

so that

\[
F(k) = \frac{(\frac{1}{2}q + \frac{1}{2}n - N)!}{(-\frac{1}{2}q - \frac{1}{2}n)!}2^{q+n} \pi^{n/2} k^{-q-n}.
\]

We can write this result using the Gamma function notation where

\[
m! = \Gamma(m + 1) = \int_0^\infty t^m \exp(-pt) dt
\]

Thus,

\[
F(k) = \frac{\Gamma \left( \frac{q+n}{2} \right)}{\Gamma \left( \frac{1}{2} \right)} 2^{q+n} \pi^{n/2} k^{-q-n}.
\]

Appendix B: Condition for Convergence of the Iterative Solution to Equation (11)

**Theorem.** The condition for the convergence of the iterative solution to (11) is that

\[
\|u(t)\|^2 < \frac{1}{3k} \sqrt{\frac{2}{\Omega}}
\]

**Proof.** Consider the error function at the $n$th iteration to be $\epsilon_n$ so that at the $n$th order iteration can be considered to be given by $u_n(t) = u(t) + \epsilon_n(t)$ where $u(t)$ is the exact solution. The iterative solution to (11), then becomes

\[
u(t) + \epsilon_{n+1}(t) = \frac{\Omega}{\pi} \text{sinc}(|\Omega t|) \otimes_2 f(t) \\
+ \frac{k\Omega}{\pi} \text{sinc}(|\Omega t|) \otimes_2 [u(t) + \epsilon_n(t)] | u(t) + \epsilon_n(t) |^2
\]

Expanding the nonlinear term we obtain

\[
\epsilon_{n+1} = \frac{k\Omega}{\pi} \text{sinc}(|\Omega t|) \otimes_2 [u(t)^2\epsilon_n(t) + 2u(t) | \epsilon_n(t) |^2 + 2u(t)|u_n(t) |^2 + | \epsilon_n(t) |^2 \epsilon_n(t)]
\]

Taking the norm of this equation, and noting that for two piecewise continuous functions $f(t)$ and $g(t)$,

\[
\|f(t) \otimes g(t)\| \leq \|f(t)\| \times \|g(t)\|
\]

\[
\|f(t)g(t)\| \leq \|f(t)\| \times \|g(t)\|
\]

and

\[
\|f^n(t)\| \leq \|f(t)\|^n,
\]

we obtain

\[
\|\epsilon_{n+1}\| \leq \frac{k\Omega}{\pi} \|\text{sinc}(|\Omega t|)\| \\
\times \|u(t)\|^2 \times \| \epsilon_n(t) \|^2 + 3 \|u(t)\| \times \| \epsilon_n(t) \|^2 \times \| \epsilon_n(t) \|^2
\]

For convergence, we must have

\[
\lim_{n \to \infty} \|\epsilon_n\| = 0
\]

from which it follows that

\[
\frac{\|\epsilon_{n+1}(t)\|}{\|\epsilon_n(t)\|} \leq \frac{k\Omega}{\pi} \|\text{sinc}(|\Omega t|)\| \times \|u(t)\|^2
\]

Thus, since

\[
\lim_{n \to \infty} \left( \frac{\|\epsilon_{n+1}\|}{\|\epsilon_n\|} \right) = 1
\]

we may consider the following condition for convergence:

\[
\frac{k\Omega}{\pi} \|\text{sinc}(|\Omega t|)\| \times \|u(t)\|^2 < 1
\]
Using an \( \ell_2 \) (Euclidean) norm and noting that
\[
\int_{-\infty}^{\infty} \text{sinc}^2(x) dx = \pi
\]
the convergence condition becomes
\[
\|u(t)\|_2^2 < \frac{1}{3\kappa} \sqrt{\frac{\pi}{\Omega}}
\]

**Appendix C: Condition for Convergence of the Iterative Solution to Equation (15)**

**Theorem.** The condition for the convergence of (15) is that
\[
\|\phi(r)\| < \left( \frac{2}{9\pi \kappa^2} \right)^{\frac{1}{4}}, \quad r \in [0,1]
\]

**Proof.** From (15)
\[
\phi(r) + \epsilon_{n+1}(r) = -\ln(r) \otimes_r R(r)
\]
\[
-\kappa \ln(r) \otimes_r [\phi(r) + \epsilon_{n}(r)]^2 [\phi(r) + \epsilon_{n}(r)]
\]
Expanding the nonlinear term and taking norms, we obtain
\[
\frac{\|\epsilon_{n+1}(r)\|}{\|\epsilon_{n}(r)\|} \leq 3\kappa \|\ln(r)\| \|\phi(r)\|^2
\]
so that as \( n \to \infty \) we require that
\[
3\kappa \|\ln(r)\| \|\phi(r)\|^2 < 1
\]
For \( r \in [0,1] \)
\[
\|\ln(r)\| = \left( \int_{0}^{1} \int_{0}^{r} [\ln(r)]^2 r dr d\theta \right)^{\frac{1}{2}}
\]
and using the result (for independent variable \( x \))
\[
\int_{0}^{1} x^m (\ln x)^n dx = \frac{(-1)^m m!}{(m+1)^{n+1}}
\]
we obtain
\[
\|\ln(r)\| = \sqrt{\frac{\pi}{2}}
\]
from which the condition is derived.

**Appendix D: Derivation of the Wave Equation from the Linearised Navier Stokes Equations**

9 Derivation of the Wave Equation

The wave equation is obtained by linearising the hydrodynamic equations of motion (the Navier-Stokes equations) and may be written in the form
\[
\nabla \cdot \mathbf{v} = \kappa \frac{\partial p}{\partial t} \quad (D.1)
\]
\[
\nabla p = \rho \frac{\partial \mathbf{v}}{\partial t} - \nabla \cdot \mathbf{T} \quad (D.2)
\]
where \( \mathbf{v}(r,t) \) is the velocity field (length/time), \( p(r,t) \) is the pressure field (force/area), \( \mathbf{T}(r,t) \) is the material stress tensor (force/volume), \( \rho(r) \) is the density (mass/volume) and \( \kappa(r) \) is the compressibility (area/force). It is assumed that the material to which these equations comply is adiabatic. The first equation comes from the law of conservation of mass and the second equation is a consequence of the law of conservation of momentum. For compression waves alone, the material stress tensor is given by
\[
\mathbf{T} = I\kappa \nabla \cdot \mathbf{v} + 2\beta \nabla \mathbf{v}
\]
where \( I \) is the unit dyad. The parameters \( \alpha \) and \( \beta \) are related to the bulk \( \zeta \) and shear \( \eta \) viscosities of a material by the equations
\[
\alpha = \zeta - \frac{2}{3} \eta \quad \text{and} \quad \beta = \eta
\]
It is assumed that \( \rho, \kappa, \alpha \) and \( \beta \) are both isotropic and time invariant and by decoupling equations (D.1) and (D.2) for \( p \) we obtain
\[
\nabla \left( \frac{1}{\kappa} \nabla \cdot \mathbf{v} \right) = \rho \frac{\partial^2 \mathbf{v}}{\partial t^2} - \frac{\partial}{\partial t} \left[ \nabla(\alpha \nabla \cdot \mathbf{v}) + 2 \nabla \cdot (\beta \nabla \mathbf{v}) \right] \quad (D.3)
\]
By adding
\[
\frac{\partial}{\partial t} [\nabla(\alpha_0 \nabla \cdot \mathbf{v}) + 2 \nabla \cdot (\beta_0 \nabla \mathbf{v})] - \rho_0 \frac{\partial^2 \mathbf{v}}{\partial t^2} - \nabla \left( \frac{1}{\kappa_0} \nabla \cdot \mathbf{v} \right)
\]
to both sides of equation (D.3) where \( \rho_0, \kappa_0, \alpha_0 \) and \( \beta_0 \) are constants and noting that, for compression waves only, \( \nabla \times \mathbf{v} = 0 \) so that
\[
\nabla \times \nabla \times \mathbf{v} = -\nabla^2 \mathbf{v} + \nabla(\nabla \cdot \mathbf{v}) = 0
\]
or
\[
\nabla(\nabla \cdot \mathbf{v}) = \nabla^2 \mathbf{v}
\]
we obtain the wave equation
\[
\left( 1 + \tau_0 \frac{\partial}{\partial t} \right) \nabla^2 \mathbf{v} - \frac{1}{c_0^2} \frac{\partial^2 \mathbf{v}}{\partial t^2} = \gamma_0 \frac{1}{c_0^2} \frac{\partial^2 \mathbf{v}}{\partial t^2} + \nabla(\kappa \nabla \cdot \mathbf{v})
\]
\[ -\tau \frac{\partial}{\partial t} \left( \nabla (\gamma_\alpha \nabla \cdot \mathbf{v}) + 2 \nabla \cdot (\gamma_\beta \nabla \mathbf{v}) \right) \]

where

\[ \gamma_\kappa = \frac{\kappa - \kappa_0}{\kappa}, \quad \gamma_\rho = \frac{\rho - \rho_0}{\rho_0}, \quad \gamma_\alpha = \frac{\alpha - \alpha_0}{\alpha_0 + 2\beta_0} \]

\[ \gamma_\beta = \frac{\beta - \beta_0}{\alpha_0 + 2\beta_0}, \quad c_0 = \frac{1}{\sqrt{\rho_0 \kappa_0}} \quad \text{and} \quad \tau_0 = \kappa_0(\alpha_0 + 2\beta_0). \]

The parameter \( \tau_0 \) is known as the relaxation time and may be written in the form

\[ \tau_0 = \frac{\alpha_0 + 2\beta_0}{\rho_0 c_0^2} \]

The quantity \( \alpha_0 + 2\beta_0 = \zeta_0 + 4\gamma_0/3 \) is the compressional viscosity. If \( \kappa = \kappa_0, \alpha = \alpha_0, \beta = \beta_0, \) any vector component of the velocity \( \Psi \) say, can be taken to conform to the wave equation

\[ \left( 1 + \tau_0 \frac{\partial}{\partial t} \right) \nabla^2 \Psi - \frac{1}{c_0^2} \frac{\partial^2 \Psi}{\partial t^2} = \gamma_\rho \frac{1}{c_0^2} \frac{\partial^2 \Psi}{\partial t^2} \]

Thus, for \( \tau_0 = 0 \) and with

\[ \Psi(\mathbf{r}, t) = \frac{1}{(2\pi)^3} \int_{-\infty}^{\infty} \psi(\mathbf{r}, \omega) \exp(i\omega t) d\omega \]

we obtain

\[ (\nabla^2 + k^2) \psi(\mathbf{r}, \omega) = -k^2 \gamma(\mathbf{r}) \psi(\mathbf{r}, \omega) \]

where \( k = \omega/c_0 \).
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