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ABSTRACT

A framework is presented which is designed to askltke issues
related to the real-time implementation of timelscand pitch-
scale modification algorithms. This framework canused as the
basis for the developments of applications whidovalfor a
seamless real-time transition between continuadigying time-
scale and pitch-scale parameters which arise @sudt of manual
or automatic intervention.

1. INTRODUCTION

Time-scale modification algorithms enable the phforate of
audio content to be arbitrarily slowed down or sfeekup with-
out affecting the local pitch content of the audignal. Time-
scale modification (TSM) is typically used to chartfpe tempo
of musical audio content, and the playback ratepafech. Con-
versely, pitch-scale modification (PSM) algorithesable pitch
shifting without affecting the playback rate of thedio content.
Typical uses include key transposition or harmdiosafor mu-

sical audio content, and voice modification in gebased au-
dio. A significant amount of research has beenaiadd to both
TSM and PSM yielding a variety of time and frequedomain

algorithms. Additionally, several methods have beeoposed
and successfully implemented to deal with the kn@amefacts
and shortcomings of the fundamental approachesSid. TDe-

spite this abundance of literature and commerqiglieations

readily available, there is still a lack of infortiwm, understand-
ing and consideration for real-time implementatioh§ SM and

PSM algorithms. The purpose of this paper is tmilhate some
of the problems which arise in a real-time contxtwell as to
provide novel solutions to these issues. Here,aktime soft-

ware based framework is presented, which allowgpeddent
pitch and time stretching with almost unperceivdbatency. The
approach is based on a modified phase vocoder apttonal

phase locking and an integrated transient detedbich enables
high quality transient preservation in real-timeéheTpaper is
structured as follows: section 2 outlines basic TSl phase
vocoder theory; section 3 looks briefly at peakklng in the

phase vocoder; section 4 introduces a tiered busifbeme to
allow real-time audio processing using a 75% oyer&ection 5
deals with transitional artefacts associated withnging parame-
ters in real-time; section 6 introduces a compatetily efficient

novel pitch shifting method; section 7 describesogel method
for real-time inline transient preservation. A lhevaluation and
conclusions follow.

2. PHASE VOCODER FUNDAMENTALS

The phase vocoder was first introduced in [1] armbm@prehen-
sive tutorial outlining the theory is presented[2j. The phase
vocoder is a frequency domain technique which cauged to
carry out time scale modification of audio. The Reutransform
interpretation of the phase vocoder is mathemdyiesjuivalent
to a short time Fourier transform (STFT) [3] whiegments the
analysed signal into overlapping frames which emmasated by a
certain ‘hop size’. Within phase vocoder impleméotess, TSM

is achieved by varying the analysis hop sRe) (with respect to
the resynthesis hopsiz&9 such that the time scaling factor is

calculated asa=Rs/Ra
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<« Analysis Hopsize +— Analysis Hopsize /HAnalysis Hopsize \
| | |
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Figure 1:Three audio segments of various lengths are
time scaled to the same output duration. 'A" depict
time scaling. ‘B’ illustrates time scale compressand

‘C’ illustrates time scale expansion

From Figure 1 it can be seen thaRHis set equal tRs no time
scaling is achieved, whild2a < Rswill result in timescale ex-
pansion (slow down), anda > Rswill result in timescale com-
pression (speed up). Although, keeping eitRaror Rsfixed is

feasible, it is recommended thasis fixed andRa is varied in

order to avoid amplitude modulation at the output.
In the context of the phase vocoder, a Fast Fouiremsform
(FFT) is used to obtain a complex frequency domepresenta-
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tion of the signal. In equation (1), the transfaemiven as fol-
lows:

X(E,Q)= > h(n)X(t+n e

n=—c

1)

Where x is the original signalh(n) is a windowing function

(typically a Hanning), andQk = 277K / N is the centre fre-
quency of thek" vocoder channel (bin) in radians per sample,
whereN is size of the FFT. Equation (1) is evaluateddferk <

N. Also, t: = URa, whereu is the frame index anRais the
analysis hop size. In order to achieve acceptal@®! Dutput

quality, a frame sizeN must be chosen such that an adequate

resolution is present to resolve the lowest fregyesomponents
expected in the signal. For example, at a samyie o 44.1
KHz, a frame of length 4096 will yield a resolutiofi approxi-
mately 10.71 Hz per vocoder channel (bin). In pcacta smaller
frame size is not sufficient for full bandwidth nusut may be
sufficient for speech. Given that a windowing fuant h(n), is
applied to reduce spectral leakage during the aisaphase, the
synthesis frames must be overlapped if a useabigtteesis is

required. Although a 50% overla;b% ) with a Hanning window

would yield a perfect resynthesis if no time saghwere applied,
it is not generally sufficient for TSM.
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Figure 2:Simplified illustration of time scale expansion
for = 2. ‘A’ represents the original signal. ‘B’ ilkt

trates how the analysis frames are remapped toithe t
scaled output. The discontinuities are presentesthe

frame phases have not been updated. ‘C’ illustrtttes
synthesised time scaled signal with phase updates in

cluded. The/A represents the necessary phase shifts re-
quired.

Effectively within the phase vocoder, analysisnfes are
‘remapped’ along the time axis resulting in newly con-
structed synthesis frames, each with a modifieds@hspec-
trum, in order to ensure that the synthesis framamtain
continuality or ‘phase coherence’ through time. Téwet that
the phase spectrum of each frame must be modiiigdids
that the windowing function will also be affectdgor this
reason, a resynthesis window is necessary and sove#ap

(3’%) is recommended to avoid modulation at the output.
This will result in the output having a constaning@ctor of

approximately 1.5 which can easily be compensagenhi-
tiplying all samples by the reciprocal of 1.5. Anedap of

75% corresponds to a hop size% samples. It is important
to note that this corresponds to the fixed synthbsp size,
Rs.Rawill only be equal whern=1. For reasons discussed
previously, the analysis hopsize will be variedaafinction
of «in order to achieve time scale modification. lbshl be

appreciated then, that a precomputed short-timeriéou
Transform (STFT) will not suffice for implementati®
where TSM is achieved by varyiftawith respect tdrs.

In order for the synthesis frames to overlap syochusly,
the frame phases must be updated such that phatiauity is
maintained between adjacent output frames. Figultastrates a
simplified time expansion scenario; note that ttxanaple in
Figure 2 does not contain overlapping synthesisidésa As can
be seen in the above figure, time scale expansi@thieved by
analysing the signal at intervaRa, whereRa < Rs.Regardless

of the value oRa, Rsemains fixed at’%1 . As can also be seen

from Figure 2 B, remapping the frames alone is nfficsent to

achieve TSM. Suitable synthesis phases for eagaérecy bin in
each frame must be calculated such that a phasgerghoutput
is generated as in Figure 2 C.

The standard method used to calculate suitablehegist
phases involves calculation of the instantaneoaguincy of
each bin in radians per sample. Having obtainedrts&antane-
ous frequency, it is possible to predict the expa@qthase of any
component for a given synthesis hop size. Given the fre-
guency content of both music and speech is statjomay over
short periods, phase estimates will decrease ioracg as the
hop sizes increase.

The most accurate way to achieve this is by firstligulating
the principal argument of the heterodyned phasesinent be-
tween adjacent analysis frames as defined in eguati

Dy = OX (1, Qi) - OX(ty, Qi) — RQ« @)

where OX (1, Q) and X (™, Q«) represent the phases

of the current and previous analysis frames resmdgt So,
equation (2) effectively defines the deviation betw the ob-
served phase differences between adjacent andigsies, and
the predicted phase differences for the bin cefreeguencies

(Qx) over the hop perio®a. Ap®, is then the principle ar-
gument of the heterodyned phase increment suchittisain the
range —77 to 77. The instantaneous frequency in radians per
sample is then given by equation (3).

o u 1 u
ax(ty) =Qk+EApCDk (3)

where, Qk = 277K / N, is the centre frequency of th& bin

and C@k(t;) represents the instantaneous frequency in radians

per sample of each bin within the analysis franmeoifder to
calculate the phase spectrum for the synthesisefrainhe time
scaled output, we simply multiply the instantanefseguency by
the synthesis hop siz@s, and add the result to the synthesis
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phases from the previous frame as in equationT{ik is known
as phase propagation or phase updating and isededis follows:

DY(Y:,Qk):DY(t_l,Qk)+ Rolt) @

In order to resythesise the output frame, the ntageispectrum

obtained from the current analysis fra+X (t,, Qk)‘ , and the

updated phased,]Y (1, Q«) are used as in equation (5). Upon
resynthesis using an iFFT, each frame is re-windousngh(n)
and overlapped with the previous frames by a famtd’r'% sam-
ples (75% overlap).

V(O =) 3 | X(£, Q0| ™ ®

Equations (1) through (5) represent the fundamegatation of
the phase vocoder. Although, the time scaled outptbrizon-
tally phase coherent, the timbral quality is ofescribed as
sounding‘phasey; ‘washy or ‘distant’ and is generally not re-
garded as natural soundirgarticularly noticeable, is how tran-
sients are affected by the phase vocoder. Shapkatfrom me-
lodic and percussive instruments become smeareah tanac-
ceptable degree where all dynamics have been llostpeech,
plosives and stop consonants become softened amceds!
sounding as if the speaker was drunk. The aboveiomea arti-
facts can be directly attributed to the fact th@ndard phase
vocoder only attempts to achieve an optimal phetionship
between adjacent frames; this is termed horizgsttalse coher-
ence. However, the pursuit of horizontal phase @@ has a
profoundly negative affect on vertical phase coheeewhich is
the relationship between the phases of frequencypooents
within a single frame. Maintaining vertical phastherence is an
important consideration in order to achieve natugalinding
TSM. The next section outlines a well known methehich
addresses the vertical phase coherence issue.

3. PEAK LOCKING

When a single sinusoidal component is analysedguaifwin-
dowed’ FFT, generally, more than one frequencyibiaxcited.
This is attributed to spectral spreading. A closktionship
exists between the phases of the frequency birisatikaexcited
during analysis; in [4] it is noted, for exampleat when a sym-
metrical window is applied to a sinusoid, adjadesguency bins
exhibit phase differences of #-(when the FFT length matches
the analysis frame length). For more complex signal phase
relationship still exists between bins of a singET frame, but
the relationship can be difficult to predict.

Traditional phase vocoder theory treats all freqydrins as
‘sinusoidal’ components. During time-scale modifica the
phases of all bins are, from this perspective, teztldy main-
taining horizontal phase coherence between cornelpg fre-
qguency bins between successive synthesis framésapproach
neglects the important phase relationship thattexietween
frequency bins within the frame itself resultingwhat is referred

to as a loss of vertical phase coherence in ththsgis frames.
As a consequence, a reverberant ghrasey artefact is intro-
duced into the time-scaled signal. The improvedsphaocoder
[4] explicitly attempts to identify sinusoidal fregncy bins in
FFT frames by a simple peak picking process withi& magni-
tude spectrum. The phases of these truly sinusqidak fre-
guency bins are then updated in the traditionalmagni.e., by
maintaining horizontal phase coherence betweeresponding
peak frequency bins of successive frames. The musaidal
frequency bins are then updated by maintainingotiese differ-
ence that existed between each bin and its clpsegisinusoidal

frequency bin. So, iQkP represents the centre frequency of the
closest dominant peak to a non-sinusoidal (non)p&ak of
frequency Qk, the non sinusoidal component is given a phase

such that it's relationship to the peak bin is shaene in the syn-
thesis frame as it was observed in the analysiméfrarhis is
known as peak locking and equation (6) descrilseadtion.

OV(E, Q) =0Y(£,Q,)-0X EQ -0 XLQ ) ©

4. BUFFER SCHEMES

Until this point, the considerations for offline caneal-time im-
plementations of the phase vocoder have been Yasgielilar.
One of the key issues in a real-time implementatbSM is
the choice of buffer scheme. In offline processitltg entire
signal is overlapped and concatenated before ptayl&ince the
buffer holding the output signal is non volatilewly processed
frames can be easily overlapped with the samptea firevious
iterations. However, in a real-time environment,canstant
stream of processed audio must be outputted andecative
output frames must be continuous. In order for $essconcate-
nation, the boundaries of each output frame musitlibe con-
stant gain associated with the overlap factor ideorto avoid
modulation. The method presented below addresgesdhcern.
For reasons discussed in previous sections, a 7&8dap is
recommended. This effectively means that at any tone in-
stant, 4 analysis frames are actively contributmghe current
output frame. This might seem to imply that we naeg@rocess
and overlap 4 frames of lenghhbefore we can output 1 frame
but this is not necessarily so.

Input Audio File

Qverlapped -1
Analysis Frames RC” R
of length N a=as

ﬂ ....Output Audio Frames

Figure 3:The relationship between input and output
frames fora=1

In Figure 3, the audio to be processed is dividedhto overlap-
ping frames of lengtiN. In order to output a processed frame of
length N, 4 full frameswould need to be processed and over-
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lapped. This leads to considerable latency fromtiime a pa-
rameter change is affected to the time when iectdfare audible
at the output. However, given that the synthesjs ¢ire is fixed

atRsequal to’% , we can in fact load and process a single frame

of lengthN, output ¥ of it, and retain the rest in a buffepter-

lap with audio in successive output frames. Thepatubuffer
scheme required to achieve this is as follows tliyies buffer of
length N is required in which the current processed framigh(w
synthesis window applied) is placed. Three addiidruffers of
length 3%, ’% and '% will also be required to store remaining
segments from the 3 previously processed framesh Batput
frame of Iength’% is then generated by summing samples from

each of the 4 buffers described above. Figure dwsthow the
buffer scheme works.

Buffer 1 Current Frame (1 N samples)

Buffer 2 Previous Frame (N/4 : N samples)

Buffer 3 Fu-2 2 Frames Previous (N/2 : N samples)
Buffer 4 ; Fu-3 3 Frames Previous (3N/4 : N samples)
v
+
D Output frame
Rs

Figure 4:Real-time output buffer scheme using a 75%
overlap. The gray arrows indicate how each segment of
each buffer is shifted after the output frame hesrb
generated.

Referring to Figure 4; on each iteration, a fulhiof lengthN
is processed and placed in buffer 1. Remaining ssrfpbm the
3 previous frames occupy buffers 2, 3 and 4. Thyeired output

frame,S", of length '% is generated as defined in equation (7).

(0= P+ Pl s B2l B

4°(7)

0n 1< nsE
4

From equation (7) it can be seen that the outfrhéris gener-
ated by summing the fir§f/4 samples form each buffer. Specifi-

cally, buffer 2 contains the remaininﬁ% samples from the
previous frame EY~1). Buffer 3 contains the remaininly

samples from 2 frames previouF(J_Z), and buffer 4 contains

the remaining '% samples from 3 frames previoust_s).
Once the output frame has been generated and tadptite first
'% samples in each buffer can be discarded. Nowdatein all

buffers must be shifted in order to prepare fornbegt iteration.
The gray arrows in Figure 4 illustrate how eachnsegt of each
buffer is shifted in order to accommodate a newlgcpssed
frame in the next iteration. The order in which theffers are

shifted is vital. Firstly, buffer 4 is filled witthe remaining'%
samples from buffer 3; buffer 3 is filled with tihemaining %
samples from buffer 2, and finally, buffer 2 isldd with the
remaining 3'% samples from buffer 1. Buffer 1 is now empty

and ready to receive the next processed framengtheN. The
result of this scheme, is that ¥ of a processaddraill be out-

putted at time intervals &swhich is equal to’% samples.

Using the suggested frame size of 4096 samplesputmut
will be updated every 1024 samples which is appnaxely
equal to 23.2 milliseconds. The application presegfater allows
for near real-time parameter changing of both tineegcale
modification factor and the pitch shifting factadependently. It
is the case that the audio will be processed wéthly updated
parameters every 23.2 milliseconds but this dodsinfer that
the audible latency will be the same. The latendly most cer-
tainly be larger than this and depends on the ftieggired to
access and write to hardware buffers in the audierface. In
general however, it is possible to achieve latensid0-50ms.

5. PARAMETER CHANGING AND TRANSITIONS

When a fixed time-scale factor is being appliedncentire audio
signal both theéR, and R; parameters remain fixed. The analysis

and synthesis time-instantt;;j and ts (i.e. the position in time

of any analysis or synthesis frames can be defasdR, and
uR,, respectively, whera is an incrementing integer representing
a sequence of frames as in equation (1). For irealimplemen-
tations, where the time-scale factar,may be varying, this defi-
nition will introduce distortions into the time-ded output. One
reason for this is because analysis frames willine®rrectly
mapped to their corresponding synthesis locatiarestd a warp-
ing of the synthesis time line asis varied. The solution is to

redefine t =uRa as t! =t'™ +aRs. This ensures that the

current analysis frame positiot;;J , is always updated correctly.

Effectively, the position in time of the currentadysis frame is
always related to both the previous analysis fram#the current
time scaling factorq.

Although it is favourable, to vary the analysis hBp and fix
the synthesis hof; to achieve TSM, it can result in inaccurate
frequency estimation for time-scaling factossg 1. This is the
case where, the output is being time scale compies<., the
signal is being speeded up, and as such the as&lgpi sizeRa

>N/, . Once the distance between analysis frames ex8&edis

becomes impossible to accurately predict the amo@inthase
unwrapping to be applied during the frequency ediiom stage
of the horizontal phase update procedure in equdfy, there-
fore resulting in inaccurate synthesis phase estisndn addition
to this, wheru is varied over time, the accuracy of the instanta-
neous frequency estimates (equation 2) also vartas.leads to
momentary artefacts whenever the time scale facior,s
changed. Effectively, the transitions between frauwéh differ-
ent TSM factors are not perceptually smooth desihige win-
dowed overlapping scheme. The solution to bothhesé¢ prob-
lems is to ensure that the instantaneous frequesiiynates are
always derived using the phase differences betwleercurrent
analysis frame and a frame one synthesis hop agkthe posi-

tion of the current analysis framejx (t: - RS,QK). It should
be noted that this is not the same as the predoalysis frame.

Although, an extra FFT and an extra buffer is reggiito obtain
the phases of this frame, it guarantees that phasgapping

DAFX-4



Proc. of the 14 Int. Conference on Digital Audio Effects (DAFx-0Bypoo, Finland, September 1-4, 2008

errors will not be present and that the instantaadioequency
estimates will be consistent regardless of vanmatin . The
phase update equation (equation 4) is now redefiég).

M, Q)=0Me o+ o )-oxE -R.Q)) @

l.e., the synthesis phases of the current frameequal to the
phases of the previous synthesis frame plus tHerelifce be-
tween the current analysis frame and a frame onthegis hop
back from the position of the current analysis feam

For the case where vertical phase coherence ig tmdin-
tained, peak locking can be used, and only thessidal or peak
frequency bins are updated using equation (8), alltbther bins
updated as in equation (6). It is important to bt the synthe-
sis magnitudes are still determined‘y{gygk} :‘X(t:,QJ.

This method of phase updating actually removesnbed to
estimate the instantaneous frequency entirely. Kewedor the
case where pitch scale modification is requiredngishe real-
time approach described in the next section, cafiar of in-
stantaneous frequency will still be necessary. Wweless, the
same ‘hop-back’ method described above is stilduseavoid
phase unwrapping errors and to maintain smoothh @itel time
scale transitions. This will be discussed in thet section.

A similar phase update procedure has previously lpge-
posed in [5] in which time-scale modification ishaved
through the insertion and deletion of entire fram®mce the
approach proposed here uses a variable analysisibefRa, it
has the advantage of maintaining better estimdtéiseomagni-
tude spectrum, thereby greatly reducing the pdagilif remov-
ing or repeating perceptually salient charactesstvithin the
time-scaled signal.

6. REAL-TIMEPITCH SHIFTING

The simplest method to shift the apparent pitcl sfgnal is by
interpolating or decimating the time domain sigide resulting
signal, although pitch shifted, is also shortenetengthened by
the reciprocal of the interpolation/decimation éactvhich we
will call . A common technique used to shift the pitch anthma
tain the apparent duration or time base, is ta fitch scale the
signal using interpolation/decimation, following ih, compli-
mentary time scale modification is applied to restilne original
length of the signal. This is easily achievable aallitions have
been proposed in an offline context [6], but becomtidicult to
address in a real-time context. If both pitch &hgftand time
scale modification is required simultaneously, greblem be-
comes more difficult since time scaling is requifed?2 alternate
operations (pitch and time scaling) within the s&magne. One
general approach [7] is to calculate the requireshgensatory
time scale factor required, such that when theadignboth time

scaled and interpolated for anyandp factors, the resultant sig-

nal is both the required pitch and length. This pensatory
factor is simply calculated asp, for example, pitching up by a
factor of 2 and simultaneously time scale expandiyng factor 2
requires an overall TSM factor of 4. Bear in mirtthttin a real-
time context these operations must be carried dhinma single
frame interval (23ms). Two issues arise here;lyirshe compu-
tational requirements are directly related to thedpct ofa and

B, since each frame must now be time-scaled internaligom-
pensate for pitch shifting. This makes real-timeration unfea-
sible for large products af . Secondly, the length of the resul-
tant frame is no longer fixed as is required far tutput buffer
scheme presented above. Instead, an additionatrborffist be
used in order to handle the overflow if the resiltiame ex-
ceedsN samples. If ¢ < 1), the resultant frame will be smaller
than the requiret samples. This is known as buffer under run.
In this case, more input frames need to be prodesssl there
are sufficient samples to generate an output frathese issues
are not necessarily detrimental to real-time op@mabut can
make the output unpredictable, added to which thetisns are
computational intensive.

Here we present a novel method for real-time p#atiting de-
signed to operate within the TSM framework desctiladove.
The computational requirements are not dependeti@sn and

p factors and the method guarantees that a fixedeflangth can
be generated independent of the time and pitche sizaitors
used. Furthermore, no additional buffers are regiliand no
inter-frame time scaling is required. We have apphed the
problem by carrying out the pitch shifting usingdar re-
sampling in the time domain in real-time, after ethithe stan-
dard phase vocoder theory can be applied usingdifiet phase
update equation which incorporates the pitch sgdtigtorp. In

order to generate a pitch shifted frame of knowglk, we sim-
ply interpolate or decimate the input time domagnal over the

range t; to t. + N . This results in a time domain frame of

required lengthiN which has been generated by interpolating or
decimatingN g samples by a pitch scaling factor equabtdhis

immediately resolves 2 of the problematic issuésethabove.
Note that this is only possible where random actedke input
file is permitted. Frame based host SDKs such a$ Wil not

facilitate this. Figure 5 below illustrates thisngile procedure.

A B Cc
Input Audio File
> T -] Y } Subsequent
Ra Ra Ra analysis frames
B=1 B<1 B>1
(no pitch (pitch down) (pitch up) Re-sampling
shifting) (interpolation) (decimation)
VRN fixed length analysis
/ A frames for various
values of 8
v M v

[
‘ Phase Vocoder [:/),
Figure 5:The real-time resampling method used for
obtaining fixed length pitch shifted frames. ‘Augtrates
no pitch change, ‘B’ illustrates pitching down ai@l
illustrates pitching up

This interpolated/decimated frame now constitutesaaalysis
frame which can readily have arbitrary time scakpglied using
the modified phase update equations presented bé&logvgoal
now is to estimate the phase propagation requeallow suc-
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cessive interpolated frames to be updated such th®atpitch
shifted and time scaled output is horizontally ghasherent.
Recall equation (8), which was introduced as a predemethod
to ensure reliable wrapped phase difference estsndthis was
achieved by using an extra FFT to estimate the gzha$ the
frame exactly one synthesis hop back from the atira@alysis
frame, thereby allowing the phase differences toestmated
over a known fixed interval equal ®Rs Since the'apparent’
analysis hop is now equal to the synthesis hop, réthoves the
need to calculate the instantaneous frequencis ihportant to
note however that the actual valueRd is still variable. How-
ever, as stated previously, the method for estimgasiynthesis
phases used in equation (8) does not support phdting. In
order to estimate suitable synthesis phases farh péhifted
frames, the instantaneous frequency must be cédculas fol-
lows. A method to calculate the heterodyned phaseinent for
pitch shifted frames is given by equation (9). Nibtat the inter-
polation (pitch shifting) factorf, is now included in the equa-
tion.

Dp®, = OX(t, Q) —OX(t] — Rst)—{% F{)kj (9)

where X (t;, Q«) and OX (t) — RsQ«) represent the phases
of the current analysis frame and an analysis fraraztly one
synthesis hop back from the current valud ot Ap®, is then

the principle argument of the heterodyned phaseinent of the
pitch shifted frame such that it is in the rangé7 to /7. Since
the frames have been interpolated or decimatedil(irgs in
frequency shifts) they will no longer exhibit thepected phase
derivatives over a given hoRs To calculate the correct phase
increment, the hop must also be multiplied by thaprocal of
the pitch scaling factoyf. The instantaneous frequency in radi-
ans per sample of the pitch shifted frame is theargby equa-
tion (10).

u
ax(ty) :Qk+% (10)
Again, since interpolation/decimation will causefraquency
shift, the pitch shifting factor, must be incorporated into the
instantaneous frequency equation above. Note dsabppose to

equation 3, we divide the phase deviati(ﬁApGDLli, by Rsin-

stead ofRa, because the method used to calculate phase differ
ence in equation (9) uses two frames separated fbied dis-
tance,Rs The standard phase update method given in equatio
(4) can now be used. The standard method for pEzdinlg can
also be applied as discussed previously. Notettigaadvantages
of using equation (8) for phase updating have dirdaeen in-
corporated in equation (9) above. We now have afseibdified
phase vocoder equations which can be used to abaitime
pitch shifting and time stretching simultaneoudlie key advan-
tage of using this method for pitch shifting isttcampensatory
time scaling is not required, instead the pitcHisgdactor, s, is
incorporated in the phase update equations. Tldsagtees that
the computational load remains fixed and predietafolr any
combination of time and pitch scaling factors.dltinportant to
note that this pitch shifting method does not presérmants.

DAFX-

7. REAL-TIME TRANSIENT PRESERVATION

The method so far results in a real-time algoritapable of high
quality time and pitch scale modification. We haaiso ad-
dressed the vertical phase coherence issue bydirting peak
locking in section 3. Although peak locking doestribute to
maintaining the timbral quality of transients dgrimSM, it gets
subjectively worse as is increased. Logically, musical notes
from a single instrument can have varying duratiamg sustains,
but percussive instruments such as the snare deammot pro-
duce sounds of varying duration. As music is slowedime
naturally, the percussive events become spaceariggrl inter-
vals associated with the tempo. The phase vocanes dot take
this into account; instead, it will compress or &xg the duration
of each individual percussive event in exactlygshme way as all
other audio content. Essentially the phases aratagdsuch that
horizontal phase coherence is maintained. Figupoeléw illus-
trates how changing component phases during transieents

can lead to transient smearing.
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Figure 6:The effects of time scaling transients

In the figure 6, 'A’ lllustrates three time dom&iequency com-
ponents with no phase alterations. Note how thgnalent of
peaks sum together to form a sharp transient. TBéilustrates

how altering the phases within the frame can havegative
effect on vertical phase coherence. Note how thastent is
smeared when the components are summed duringthesis

Essentially, transients should not be time-scafe@ inatural
sounding out put is required. Transient represimtatnd recon-
struction has been addressed in the past [8] fi99], a solution
was proposed whereby the signal was separatectieanly state
regions and transients regions using multi-resofutanalysis.
The steady state portions only were subjected ne tscaling
with phase locking (using analysis phases direaflysynthesis
phases) applied at transient points. The sepatedegients are
then remapped directly into the signal. This resift signifi-

cantly better output quality for music. The techr@gwas pre-
sented as an offline process but something sintkm be
achieved in real-time.

The approach taken in this paper is to attempti¢atify the
transients automatically in real-time. Upon detattof a tran-
sient, the time scale factar, is automatically returned to ‘1’ (no
scaling), and the analysis phases are mapped Iditedhe syn-
thesis phases (phase locking) for the durationhefttansient.
When the transient has passed the time scale factrtomati-
cally reset to thex value prior to the transient. Transients repre-
sent an ideal place to lock the phases since asuowiinuities
introduced to the time scaled signal will be maskgdhe tran-
sient itself. Of all transients, drum strikes tendbe affected in
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the most perceptually objectionable way and so weleere to
preserve drum based transients first and foremost.

With this in mind we require an onset detector \Whig not
concerned with measuring the rapid rises in endygyrather an
onset detector that measures the broadband nattipercussiv-
ity” of the onset, independent of the actual engngsent. In this
way, drum hits of varying velocity will be detectedually and
high energy, band localised events will not be akish for per-
cussive onsets. The percussive onset detectorildegdoelow
was first introduced in [10]. In order to identdy analysis frame
as a transient, the log difference of each frequermmponent
between consecutive frames is first calculated naequation
(11). This measure effectively tells us how rapithe spectro-
gram is fluctuating.

|X (¢, k)|

_ [N (11)
|X(t - Rs K|

X, (t},k) = 20log,
where x; (t.k) is the log energy difference between frames

separated by Rs, and whetg is the current analysis frame in-

stant. In order to detect the presence of a drundefiee a per-
cussive measure given in equation (12).

Nz P(t;',k)
_k:1 P(t:,k)

=1
0

if X, (t.,k)>T

otherwise

Pe(g‘)

12)

where, T, is a threshold which signifies the rise in enemgas-

ured in dB which must be detected within a frequecitgnnel
before it is deemed to belong to a percussive olSttctively

equation (12) acts like a counteﬂe(t;) is simply a count of
how many bins are positive going and exceed thestiuld, T, ,

and P(t;, k) contains a ‘1’ if the threshold condition is matia
zero otherwise. In order for the frame to be dedax transient,
Pe(t;) must exceed a second threshold, as fol-

lows:y" =u if Pe(§)>T2. In practice we have found that

T, =6dBand T, =3V, give satisfactory results for most popu-

lar music. Note that the actual energy presenhénsignal is not

necessarily the defining factor of a transient. &gsign a prob-

ability based on a measure of how “broadband” ocymsive the

onset is. The figure below shows the effectivenafsthis ap-

proach.
1

Amplitude
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600

Figure 7:Here a highly dynamically compressed signal
of a rock band is depicted in the top plot. Thedrot
plot shows the output of the percussive onset thetec

Note that the percussive feature detection fundiiescribed can
also detect the low amplitude hi-hat strikes betwsne kick and
share events. Despite the fact that the signalfithas little dy-

namic range, the percussive feature detector &yrarone to
false detections which makes ideal for transietéct®n in time
scaling. Furthermore, it can easily be implemeniéthin the

current framework since the only requirement ig tha current
and previous frame magnitudes are available.

7.1. Transient Hopping

Upon detecting a transient, the time scale faetprs automati-
cally returned to ‘1’, inhibiting TSM momentarilyVe term this
method ‘transient hopping’. In addition the frambapes are
locked and the frame is mapped directly to the wtFhis
mechanism preserves the transient and ensurest tisatepro-
duced unaffected at the output. Given that the mesended
analysis frame length is 4096, and transient evargssignifi-
cantly shorter, it would seem feasible to cease tataling for
the transient frame only, but this is not stridilye. Given that
we are using a 75% overlap, i.e., Rs = 1024, therobd tran-
sient will exist in 4 consecutive frames due to ragping. In
order to preserve the transient correctly, the T&dtor, «, must
remain at a value of ‘1’ until all overlapping framhave passed
the transient, i.e., 4 frames. Equation (13) dessrthis action.

g =)b if u-u'<4
a, otherwise 13)
whereu is the current frame index and is the index of the last

frame containing a transient, and is the modified time scale
factor around the transient. Figure 8 below showsigaal and its

time scaled counterparts. The phase vocoder vatisient pres-
ervation (plot 2) keeps the sharp attack of thasient whereas
the standard phase vocoder (plot 3) smears thedftre tran-

sient resulting in subjectively poor quality redyedis.

Analysing Figure 8 in a little more detail, it che seen that
when transient preservation is used, the time dcsilgnal is a
little shorter in duration than expected. Thisudo the fact that
no time scaling has been applied during the tratsiand so the
local time scale factor is reduced slightly.

Original

a =2 (Transients
preserved)

a =2 (No Transient
reservation

e

Figure 8:A signal time scaled by a factor of 2 with and
without transient preservation

This causes a problem. Since the local time scdfntpr is al-
ways ‘1" around a transient andelsewhere, we will have rhyth-
mic fluctuations (due te fluctuation) depending on the density
of transients along the time line. In order to &ddrthis issue, we
propose a time scale compensation factor whiclpjdied after
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each transient, such that 4 frames immediatelyodolig the
transient will be subjected to a time scale factfa x 2). This
compensates for the loss of 4 time scaled framdagithe tran-
sient. Equation (13) can then be rewritten as:

1, if u-u'<4
a' ={2a, if u-u"<i 0O 4<i<8
a, otherwise
(14)

Time-scale factor

N Y

Time
O T T T T T T T T T T T T I

Transient Detections

Figure 9: Time scale factor as a function of transie-
tection using a global TSM factor a£2

Figure 9 illustrates how the time scaling factorvaried both
before and after the transient in order to botts@mee the tran-
sient and to maintain a constant global time séat¢or. The
method operates well and achieves a high qualitguitbut can
become problematic when multiple transients aratkxt over a
short duration. This is observed in drum fills &@ample; where
multiple drum hits are placed in rapid successianthis case,
rhythmic synchronisation can be lost momentarily.

8. CONCLUSIONS

A review of phase vocoder theory with a focus oal-tene im-
plementation has been presented. A modified phas®der
framework has been presented, which allows simetias pitch
and time scale modification in a real-time contétie key ad-
vantage of using this method for pitch shiftinghiat compensa-
tory time scaling is not required, instead thelpiscaling factor,
B, is incorporated in the phase update equatiomés Juarantees
that the computational load remains fixed and mtedie for any
combination of time and pitch scaling factors. Rartore, the
method for calculating phase differences (equa8drensures
perceptually smooth transitions when eitheor g are varied in
real-time. In addition a scheme for real-time tiant preserva-
tion was introduced which results in a superiompatiguality to
using peak locking alone. However, the real-tinemsient hop-
ping approach can lead to some unpredictable segulsitua-
tions where there is a high density of transieptsced closely
together in time. The use of variable window siaegransients
could provide superior results. Some video exampfea real-
time implementation and application based on thevaliheory
can be viewed at:
http://www.audioresearchgroup.com/main.php?page=d3em
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