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UniArab: An RRG Arabic-to-English machine translation software
Brian Nolan
Yasser Salem
Institute of Technology Blanchardstown, Dublin IRELAND
brian.nolan@gmail.com
yasser.salem@gmail.com

Abstract

This paper presents a machine translation system (Hutchins 2003) called UnidArab (Salem, Hensman
and Nolan 2008). It is a proof-of-concept system supporting the fundamental aspects of Arabic, such as
the parts of speech, agreement and tenses. UniArab is based on the linking algorithm of RRG (syntax
to semantics and vice versa). UniArab takes MSA Arabic as input in the native orthography, parses the
sentence(s) into a logical meta-representation based on the fully expanded RRG logical structures and,
using this, generates perfectly grammatical English output with full agreement and morphological
resolution. UniArab utilizes an XML-based implementation of elements of the Role and Reference
Grammar theory in software. In order to analyse Arabic by computer we first extract the lexical
properties of the Arabic words (Al-Sughaiyer and Al-Kharashi 2004). From the parse, it then creates a
computer-based representation for the logical structure of the Arabic sentence(s). We use the RRG
theory to motivate the computational implementation of the architecture of the lexicon in software. We
also implement in software the RRG bidirectional linking system to build the parse and generate
functions between the syntax-semantic interfaces. Through seven input phases, including the
morphological and syntactic unpacking, UniArab extracts the logical structure of an Arabic sentence.
Using the XML-based metadata representing the RRG logical structure, UniArab then accurately
generates an equivalent grammatical sentence in the target language through four output phases. We
discuss the technologies used to support its development and also the user interface that allows for the
addition of lexical items directly to the lexicon in real time. The UniArab system has been tested and
evaluated generating equivalent grammatical sentences, in English, via the logical structure of Arabic
sentences, based on MSA Arabic input with very significant and accurate results (Izwaini 2006). At
present we are working to greatly extend the coverage by the addition of more verbs to the lexicon. We
have demonstrated in this research that RRG is a viable linguistic model for building accurate rule-
based semantically oriented machine translation software. Role and Reference Grammar (RRG) is a
functional theory of grammar that posits a direct mapping between the semantic representation of a
sentence and its syntactic representation. The theory allows a sentence in a specific language to be
described in terms of its logical structure and grammatical procedures. RRG creates a linking
relationship between syntax and semantics, and can account for how semantic representations are
mapped into syntactic representations. We claim that RRG is very suitable for machine translation of
Arabic, notwithstanding well-documented difficulties found within Arabic MT (Izwaini, S. 2006), and
that RRG can be implemented in software as the rule-based kernel of an Interlingua bridge MT engine.
The version of Arabic (Ryding 2005, Alosh 2005, Schulz 2005), we consider in this paper is Modern
Standard Arabic (MSA), which is distinct from classical Arabic. In the Arabic linguistic tradition there
is not a clear-cut, well defined analysis of the inventory of parts of speech in Arabic.

Keywords: Arabic Machine Translation, Role and Reference Grammar, RRG, Java programming,
XML

1 Introduction

This paper reports on recent work the development of a rule-based semantically
oriented Interlingua bridge framework for machine translation of Arabic language
processing using the Role and Reference Grammar (RRG) linguistic model. Machine
translation is a sub-field of computational linguistics that investigates the use of
computer software to translate text (or speech) from one natural language to another.
Our system has been developed and is able to analyse Arabic sentences in native
orthography, and extract their logical structure. Through a detailed study of the
Arabic language, we have been able to develop an analyser that can successfully
process many of the unique features and challenges present in Arabic. This logical
structure is then used in the generation phase, where the sentence(s) is translated into
another language, in this case, English.
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The Arabic language is written from right to left, it has complex, language-specific
grammar rules, and a relatively free word order. These distinguishing features pose a
major challenge in processing Arabic text for linguistic analysis. Our framework
demonstrates that RRG is a feasible foundation for building multi-language machine
translations systems. Arabic is a Semitic language originating in the area presently
known as the Arabian Peninsula. The Arabic language is one of six major world
languages, and one of the six official languages of the United Nations. The version of
Arabic we consider in this work is Modern Standard Arabic (MSA). When we
mention Arabic throughout this paper we mean MSA, which is a distinct, modernized
form of Classical Arabic (Alosh 2005). MSA is the universal written language of the
Arabic-speaking population, printed in most books, newspapers, magazines, official
documents, and reading primers for children. Most of the oral Arabic spoken today is
more divergent than the written Arabic language, because of dialectal interference.
However MSA is the literary and standard variety of Arabic used in writing and
formal speeches today (Schulz 2005).

In this paper we discuss the RRG UniArab MT research project and the Interlingua
model of Arabic MT that we designed and built using Java and XML. With this we
discuss the challenges inherent within Arabic MT and the part that RRG played in
helping to overcome many of the challenges. The architecture of the lexicon and its
design and implementation in XML is discussed, along with a presentation of the
results produced by the UniArab software evaluation

2 The Role and Reference Grammar (RRG) Linguistic Model

Role and Reference Grammar (RRG) is a model of grammar that posits a direct
mapping between the semantic representation of a sentence and its syntactic
representation (Van Valin 2005). We claim that RRG is very suitable for machine
translation of Arabic via an Interlingua bridge implementation model. RRG is a mono
strata-theory, positing only one level of syntactic representation, the actual form of
the sentence and its linking algorithm can work in both directions from syntactic
representation to semantic representation, or vice versa. In RRG, semantic
decomposition of predicates and their semantic argument structures are represented as
logical structures. The lexicon in RRG takes the position that lexical entries for verbs
should contain unique information only, with as much information as possible derived
from general lexical rules.

The main features of RRG are the use of lexical decomposition, based upon predicate
semantics, an analysis of clause structure and the use of a set of thematic roles
organized into a hierarchy in which the highest-ranking roles are ‘Actor’ (for the most
active participant) and ‘Undergoer’ (Van Valin 2005). RRG characterises the
relationship between syntax and semantics and can account for how semantic
representations are mapped into syntactic representations. RRG also accounts for the
very different process of mapping syntactic representations to semantic
representations. Of the two directions, syntactic representation to semantic
representation is the more difficult since it involves interpreting the morphosyntactic
form of a sentence and inferring the semantic functions of the sentence from it.
Accordingly, we have chosen to implement Arabic to English as the translation
direction and the basis of the parse and generate functions in this version of our
software.
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3 Interlingua approach of Arabic MT

The Interlingua approach is to develop a universal language-representation for text. In
effect, in an Interlingua there is no transfer map, and the MT model thus has two main
stages: input-PARSE-analysis and output-GENERATE.

MT — Transfer approach MT - Interlingua approach
English Arabic English Arabic
German Spanish German  ge———p BB IE] SRar)
Irish Japanese Irish / Japanese

Figure 1: MT — Transfer vs. Interlingua approach

Interlingua-based MT is done via an intermediate semantic representation, based on
RRG logical structures, of the source language text. An Interlingua is designed to be a
language independent representation from which translations can be generated to
different target languages.

Interlingua
| Interlingua (knowledge representation)
Knowledge-based
transfer
A 4
| SL (semantic representation) | \l TL (semantic representation) l
ry Semantic transfer = L
I SL (syntactic parse representation) | | TL (syntactic parse representation) ]
Syntactic transfer ~
T v
| SL (word strings representation) | 5| TL (word strings representation) |

Direct translation

SL: source language
TL: Target language

Figure 2: MT — Our Interlingua approach
3.1 UniArab: Lexical representation in an Interlingua system

Transfer oriented translation systems (Figure 1) do not scale up when additional
languages are added beyond the initial source (SL1) and target (TL1) language pairs,
and very quickly this leads to a translation complexity problem between languages.
Additionally, of course, in simple transfer-based systems there are no problems if, for
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a particular language pair, there are morphosyntactic one-to-one equivalents;
problems do arise, however, when there is more than one target word for a single
source word.

Implementation of an Interlingua bridge architecture solves (Figure 2) the translation
complexity problem as automatic language translation is made from a source
language into a kernel meta representation (the input PARSE phase) and generates to
a target language from the meta representation (the GENERATION phase).
Ambiguity problems for an Interlingua in a multilingual system are still likely if one
of the languages involved has two or more potential forms for a single given word in
one of the other languages. A semantically oriented approach to MT can potentially
disambiguate more easily than other strategies. For an Interlingua to be completely
language-neutral, it must represent not the words of one or another of the languages,
but language-independent lexical units. Any distinction that can be expressed
lexically in the languages of the system must be represented explicitly in the
Interlingua representation (Hutchins 2003). We use the RRG logical structures as the
basis of our meta-representation in the Interlingua Bridge with a lexicon encoded in
XML.

The UniArab system can generate a target language through classifying every Arabic
word in the input source text by creating a meta-representation of the sentence(s)
input as a text in a fully populated RRG-style logical structure including its various
nominals and their associated features of [def+, masc+], etc.. There are six major
parts of speech in Arabic. These are verbs, nouns, adjectives, proper nouns,
demonstratives, adverbs and we create a seventh for purposes of our software, which
we have simply called the "other' category for Arabic words that do not fit into any of
previous six categories. The major parts of speech in the Arabic language have their
own attributes, and we use these attributes within the UniArab system. For example,
verbs in the Arabic language agree with their subjects in gender. Arabic words are
masculine and feminine; there is no neutral gender. In the UniArab system we record
the gender associated with a verb in the syntax for a particular subject NP. Adjectives
and demonstratives also agree with the subject in gender too. In Arabic, words come
into three categories with regards to number. They are:

(1) Singular, indicating one
(2) Dual, indicating two
3) Plural, indicating three or more.

The UniArab system records these attributes of gender and number. It is important to
understand that source language specific features may not be used, or may be
significantly different, in the target language. For example, the Arabic number
category of dual is not relevant in English. The UniArab system is directly based on
RRG and uses logical structures for each verb in the lexicon.

3.2 Challenges of Arabic to English MT

Arabic words can often be ambiguous due to the three-letter root system. Most words
are derived from a three-letter root that is modified to create the different derivations.
In some morphological derivations one or more of the root letters is dropped,
resulting in possible ambiguity. Arabic has a large set of morphological features (Al-
Sughaiyer and Al-Kharashi 2004). These features are normally in the form of prefixes
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or suffixes that can completely change the meaning of the word (see Figures 3 and 4).
This means an MT may need to apply a thorough analysis in order to obtain the root
or to deduce that in one ‘word’ there is in fact a full sentential proposition.

* Root: a relatively invariable
discontinuous bound morpheme, typically
three consonants in a certain order,

R . Arabic Example POS
which interlocks with a patternto forma | _ -, he “_nf:u —y
stem and which has lexical meaning. — -
¥ kataba he corresponded verd
+  Pattern: a bound (maybe discontinuous) | <=5 kuiba it was written verb
morpheme consisting of one or more P& keiab book noun e
vowels and slots for root phonemes, 26 kutub bocs e
which either alone or in combination with - writer: (adp) writing T
. " —— { ) niter; (ac ing oun < .
one to three derivational affixes =, Binyan XX
interlocks with a root to form a stem, and | <\ kwab e = )
which generally has grammatical _,.Z‘ga maktab  desk; office noun ' ree
meaning. u.}& makatib  desks; offices noun
+  Patterns signify grammatical or &S maktabah | library noun katiab: *caused 1 write”
language-internal information,
distinguishing word types and classes.
+  These patterns can differentiate between root: k.t.b. + pattern: a.a.a =»kataba
nouns, verbs and adjectives. C.C.C. V.V.V

Figure 3: The root and pattern characteristics of Arabic

+ The root and pattern word formation /I\
patterns in the Semitic languages have /1N
been treated by segmenting / \
morphemes on different auto- / \ .
segmental ‘tiers’ or ‘planes’ (cf. k ¢ b ‘write
McCarthy 1982).

* Tri-consonantal roots which bear the o .
. : ) cvc ¢ ve Binyan XX

basic lexical meaning of the verb y

occupy one tier while vocalic melodies N

(the pattern) occupy a separate tier. Perfective active
* The two tiers are organised by

association with a ‘template’ or %)

‘skeleton’ consisting of syllables of

prosodic structure within words. kattab: ‘caused to write’

Figure 4: The tri-consonantal roots and word formation in Arabic

Arabic has a relatively free word order (Figure 5) and this poses a significant
challenge to MT due to the vast possibilities to express the same sentence in Arabic.
For the elements of subject (S), verb (V) and object (O), Arabic's relatively free word
order allows the combinations of SVO, VSO, VOS and OVS. For example, consider
the following word orders: (1) V N N and (2) N V N. This means that we have a
challenge to identify exactly which are the subject and the object. An example of the
RRG layered structure of the Arabic clause is presented in Figure 6.
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>

Arabic has free word order:

»

»

Verb Noun Noun Brian rides the bus.

Noun Verb Noun Brian rides the bus. ‘ Wl -l S5y yrkb brayn alhafth

» Arabic has SVO, VSO, VOS and OVS orders in sentences.

» No copula verb in Arabic; ‘to be’ or ‘to have’

I am Irish. A Gl wna ayrindy ‘
we are students. Byt u,‘ nhn tlamyd ‘

he is an engineer. Ay aa hw mhnds ‘

Figure 5: The challenges of Arabic for MT

SENTENCE

|

CLAUSE

Per phery ——————3> (CORE

(ARG) (ARG) NUCTEUS ARG
1 ] PRED
ADV PP NP | NP
, v
P )MJ ‘—L-SJ \5),‘ (d Je>
yesterday to-Omar the-book show not John
Vv

A simple RRG projection of an |
Arabic clause showing both NuELELs :
constituents and operators within  onc ... ,“.;MH
the different levels of the layered \
structure of the clause CLAUSE

CLAUSE

|

SENTENCE

Figure 6: The layered structure of the Arabic clause
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4 The UniArab System

UniArab is a proof-of-concept system supporting the fundamental aspects of Arabic,
such as the parts of speech, agreement and tenses. UniArab stands for Universal
Arabic machine translator system. UniArab is based on the linking algorithm of RRG
(syntax to semantics and vice versa). The conceptual structure of the UniArab system
is shown in Figure 7. The system accepts Arabic as its source language. The
morphology parser and word tokenizer have a connection to the lexicon, which holds
all attributes of a word. UniArab was developed in the Java programming language
with the lexicon encoded in XML.

UniArab stores all data in XML format. This data can then be queried, exported and
serialized into any format the developer wishes. The system can understand the part
of speech of a word, agreement features, number, gender and the word type. The
syntactic parse unpacks the agreement features between elements of the Arabic
sentence into a semantic representation (the logical structure) with the “state of affairs'
of the sentence. In UniArab we have a strong analysis system that can extract all
attributes from the words in a sentence.

The structure of the UniArab system in Figure 7 breaks down into the several phases,
which are described following.

The UniArab Architecture

(1) Arabic
Language
Sentences/ text

(2) Sentence
Tokenizer

(3) Word
Tokenizer

.........

H H (4) Lexicon
JAgreementy

i\Features &
'

XML Datasource

(6) Syntactic | (5) Morphology
Parser Parser

(7) Syntactic to semantic
linking algorithms in RRG |

(8) Logical Structures:
a. <TNS: past<NEG: not [do” (X, [PRED" (x,y)])]>>
b. N [3sg,f]

(9) Semantic to syntactic
linking algorithms in RRG ’

(10) Syntax (11) Generate English (12) English Sentence
Generation Morphology Generation

Figure 7: The conceptual architecture of the UniArab system

Phase (1) Input of Arabic language sentence: The input to the system consists of
one or more sentences in Arabic.

Phase (2) Sentence Tokenizer: Tokenization is the process of demarcating and
classifying sections of a string of input characters. In this phase the system splits the
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text into sentence tokens. The resulting tokens are then passed to the word tokenizer
phase.

Phase (3) Word Tokenizer: In this phase sentences are split into tokens. For
example, for the Arabic sentence (4a), read from right to left, the output (4b) of phase
3 is as follows.

4) a. qr’a hald alktab ‘Khalid read the book’.

<sentence>
<word$> qr’a </word>
<word$> hald</word>
<word$> alktab </word>
</sentence>

Phase (4) Lexicon XML Data-source: A set of XML documents for each component
category of Arabic. More details will be in sections 6 and 7.

Phase (5) Morphology Parser: Directly works with both the Lexicon and Tokenizer
to produce the word order. A connection is made to the data-source of phase 4, which
has been implemented as a set of XML documents. The use of XML has the added
advantage of portability. UniArab will effectively work the same regardless of the
operating system. To understand the morphology of each word, we first tokenize each
sentence and determine the word relationships. Phase 5 of the system holds all
attributes specific to each word of the source sentence.

Phase (6) Syntactic Parser: Determines the precise phrasal structure and category of
the Arabic sentence. At this point, the types and attributes of all words in the sentence
are known.

Phase (7) Syntactic linking (RRG) We must first develop the link from syntax to
semantics out of the phrasal structure created in Phase 6, if we are to create a logical
structure that will generate a target language and also act as the link in the opposite
direction from semantics to syntax. The system should answer the main question in
this phase, who does what? In this case the actor is Khalid and the undergoer is the
book, as in (4) above.

Phase (8) Logical Structure: The creation of logical structure is the most crucial
phase. An accurate representation of the logical structure of an Arabic sentence is the
primary strength of UniArab. The results of the parse can be seen in the following
logical structure for the verb ‘read’

5 a <TNS:PAST[do'(x,[read'(x,(y)])]>
b. Verb ‘read’: sg3“.m PAST qr’a
where :the Proper Noun is:  Khalid sg unspec.m: hald
and  the Noun is: the book sg def.m: alktab.

We also have the challenge of inferring the indefinite article, from the information

unpacked in phase (5) and phase (6), as this does not exist in Arabic. All of the unique
information for each word can thus be taken from the lexicon to aid in the creation of
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Evaluation Test-3: Copula Verb ‘to be’

Arabic Ao 9o hw mhnds
human-translated | He 1s an engineer.
Google Is the architect of
Microsoft is the engineer
UniArab he 18 an engineer.
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Evaluation Test-4: Free word order (V N N - first possibility)

Arabic vl_.) U £ yhb qys lyla
human-translated ' Qays loves Laila

Google Qais likes of Laila
Microsoft Love Qais laili

UniArab Qays loves Laila

B uniArab System 09
Here is your translation Enter an Arabic Sentence

EEX

Qays loves Laila. o o

<TNS:PRES[do'(Qays,[love'(Qays,Laila])]>

Gghadl g Bl & conliall okl sl 1l Al oman el ez gl @l 13]
If you need to add new Arabic words in the database: click on the appropriate tah

Add Arabic Demonstratives | 5 ¢4l pal b5 | 430 Arabic Adverh | 332 b aal | Add other Arahic Word { gal 4af gl sl |

Add Arabic Verh (33 03 il | Add Arabic Noun/ i pul il | Add Arabic Adjective /v b il | Add Arabic Proper nouns / 33 o pal bal |
Add Arshic Verb/ll il [ || English translatefios 5 ol [ |
Logical structures/aibiadl gl ‘ ‘ ‘ Add number / :=dl ‘ vH Add Person / ylell g g vl ‘ v‘
Add tense/ o= lv ‘ l Add gender / »$&lg il lv l Enter/ Jal H Clear/ gows! l

264




Evaluation Test-5: Free word order (V N N - second possibility)

Arabic U J,_J £ yhb lyla qys
human-translated | Qays loves Laila

Google Leila loves measured
Microsoft Love Iaili Qais

UniArab Qays loves Laila

EBX

UniArab System 09
Here is your iranslation Enter an Arahic Sentence
Qays loves Laila. o o e
<TNS:PRES[do'(Qays,[love'(Qays,Laila])]>
Jghadl e Bl 5 canliall pul] JE 1yl ARl o3an Galald s g @yl 13]
If you need io add new Arahic words in the datahase: click on the appropriate tah
Add Arabic Demonstratives { 332 3)bil gl 2l | 4dd Arabic Adverh J 3 <% ol | 4dd other Arabic Word ] sl 4 | bl |
" Add Arabic Verh /33 0d isi | Add Arabic Noun/ 33 pul il | Add Arabic Adjective (333 4ba bl | Add Arabic Proper nouns / 3 i pal bl |
Add Arahic Verh/oull il [ || English translatefios 59 il [ |
Logical structuresfsibial jébgl | [ Add number / =31 [ - H Add Person / sl g sl | - ]
Add tense/ o= ‘ v J ‘ Add gender / y$iilg wsil ‘ v ‘ Enter/ jaal H Clear/ gows! ‘
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Evaluation Test-6: Free word order (V N N - third possibility)

Arabic

M L 5 gys yhb byla

human-translated

Qays loves Laila

Google
Microsoft

Qais likes of Laila
Qais love laili

UniArab

Qays loves Laila

B uniArab System 09
Here is your iranslation

EBX

Enter an Arabic Sentence

Qays loves Laila.

Enter/ gsii

<TNS:PRES[do'(Qays,[love'(Qays,Laila])]>

Ggiadl goan Sal b canliall pudl] sl 2l AAT o2 GalS il gl il 13]
If you need io add new Arahic words in the datahase: click on the appropriate tah

Add Arahic Demonstratives | 332 itil pal il | Add Arabic Adverh J 35 b ail | 4dd other Arahic Word / .81 4a gl bal |

Add Arabic Verb { 332 0 &l | Add Arahic Noun { 35 pul vl

| 430 Arabic Adjective {3 4ba &ii | 43d Arabic Proper nouns [ 3 ¢ pul kil

Add Arahic Verb/imdll vl [

| English translatefien sl i [

Logical structures/aasial j<bgll

|| Add number 1 |~ ‘ [ Add Person | s g s

]

Addtense/ o=

‘ v H Add gender / Sl g el

‘ v ‘ l Enter/ Ja:l ‘ l Clear/ gl
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Evaluation Test-7: Pro-Drop

Arabic 8 el &5 fattny altayrh

human-translated | [ missed the plane.
Google Missed the plane

Microsoft s~ fatmy plane
UniArab I missed the plane.

UniArab System 09
Here is your iranslation Enter an Arahic Sentence

EEX

I missed the plane. 3 ydldall

<TNS:PAST[do'(I,[miss'(I,plane])]>

Sgiadl qoan Sl S conliall pul] ] 1yl ARG svsn Galal a5l ! 1]
If you need to add new Arabic words in the datahase: click on the appropriate tah

" A4d Arabic Demonstratives / 33 5,0l pal il | 430 Arabic Adverh / 33> i il | 40d other Arabic Word / o8l 4ek gl il |

Add Arabic Verh / 33 %42l | Add Arabic Noun /s gl bl | Add Arabic Adjective (33 4ba il | Add Arabic Proper nouns | 3 5 pul bil |
Add Arabic Verh/oull il ‘ | English translatefies 531 ‘ |
Logical structures/salia gl ‘ ‘ l Add number / sl ‘ - ‘ ‘ Add Person / sl gg i ‘ - ‘
Add tense/ o3 |+ || Add gender / sy s I~ Enter/ =3 | Clear/ g ‘
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Evaluation Test-8: Intransitive sentences

Arabic ‘Ji.i e Shyb ygra

human-translated | Suhaib reads.
Google Souhaib read

Microsoft suhaib reads

UniArab Suhaib reads.

CEX

B UniArab System 09
Here is your iranslation Enter an Arabic Sentence
Suhaib reads. | A cagea
<TNS:PRES<<[do'(Suhaib,[read'(Suhaib)])]>>>
ghall gaan Shal 8 conliall gl HU1 1 ] AR o332 LS i g iyl 13]
If you need to add new Arahic words in the database: click on the appropriate tab
Add Arahic Demonstratives | 32 5)lil pal 2l | Add Arabic Adverh / 33 ok iil | Add other Arabic Word / 5.8l e ¢l 2al |
| AQd Arabic Verh /s 0d &al | Add Arabic Noun /33 gl ial | 40 Arabic Adjective jsvdia il | A0d Arabic Propernouns { 3 g pul ial |

Add Arabic Verh/omdll cal English translate e sl il
Logical structures Akl j<bgll | Add number / sadl ‘ v H Add Person / yilasll g g vl ‘ - ‘
Add tense/ o= 5 l v ‘ ‘ Add gender / y$illg wsisll ‘ v H Enter/ Jaal H Clear/ gl l
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Evaluation Test-9: DTV word order

Arabic U W sl & nr uta hald alkiab
human-translated | Omar gave Khalid the book.
Google Omar Khalid gave the book
icroso Omar gave Khaled book
UniArab Omar gave Khalid the book.

B UniArab System 09 B@@

Here is your translation Enter an Arahic Sentence

Omar gave Khalid the book. [SAN{IRNES Jhr-i )RS

<TINS:PAST[do'(Omar,0)CAUSE[BECOME_have'(Khalid,book)]]>

giall e Slal 5 conlial gl S 1o ] AR o332 LS s gl 3yl 13]
If you need io add new Arahic words in the datahase: click on the appropriate tah

Add Arabic Demonsiratives { 332 o)l pal bl | Add Arabic Adverh / 32 kil | 4dd other Arabic Word f 5.3l 4 | bal |
Add Arabic Verh / »s2 $d il | Add Arahic Noun) 32 pul bl | 4dd Arahic Adjective /svsa b ial | 4dd Avabic Propernouns { 332 oo pul kil |

|| English translatesics s i

Add Arabic Verb/idll waal

Logical structures/Aila! g ‘ ‘ ‘ Add number / sl ‘ v” Add Person / yilaall g g sl ‘ vl

Add tense/ o5 ‘ v ” Add gender / y$illg il ‘ v ” Enter/ gl H Clear/ gl ‘
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Evaluation Test-10: DTV word order (with prepositional phrase)

Arabic S W acl & nr wva lhald kiab
human-translated = Omar gave a book to Khalid.

Google Omar Khaled gave a book

Microsoft Omar gave Khalid book

UniArab Omar gave a book to Khalid.

UniArab System 09

Here is your iranslation Enter an Arabic Sentence

Omar gave a book to Khalid. Qlis allad ;hai S

<TNS:PAST[do'(Omar,0) CAUSE[BECOME_have'(to Khalid,book)]]>

Jghall gaan Sl 5 conliall pudll JUS1 sl AT o032 CalalS s 5l ! 13)
If you need to add new Arahic words in the datahase: click on the appropriate tah

448 Arahic Demonstratives | 3 3)bl pal bl | Add Arabic Adverh / 2 % 2al | Add other Arabic Word / sl 4 gl sl |

" A0 Arabic Verb /55 04 il | 4dd Arabic Noun 33 pul 2l |

Add Arabic Adjective j sua A Ll ' Add Arahic Proper nouns / 23 g5 pal il

Add Arabic Verb/ondll vl English translate/is 5l <l
[ | [

‘ lAdd number / a=di l v“ Add Person / ylesll g g sl

Logical structures/dsiis] ugs [

Addtense/ o5 ||| Add gender / ysssy cuic [~ Enter/ s I Clear/ g
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