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Abstract

Sentiment classification concerns the use of autiermaethods for predicting the orientation of
subjective content on text documents, with applicet on a number of areas including
recommender and advertising systems, customer ligetete and information retrieval.
SentiWordNet is an opinion lexicon derived from téordNet database where each term is
associated with numerical scores indicating positnd negative sentiment information. This
research presents the results of applying the ®@ntiNet lexical resource to the problem of
automatic sentiment classification of film reviev@ur approach comprises counting positive and
negative term scores to determine sentiment otientaand an improvement is presented by
building a data set of relevant features using iBémidNet as source, and applied to a machine
learning classifier. We find that results obtaineith SentiwWordNet are in line with similar
approaches using manual lexicons seen in the tlitgraln addition, our feature set approach
yielded improvements over the baseline term cogntiethod. The results indicate SentiWordNet
could be used as an important resource for sentioh@ssification tasks. Additional considerations
are made on possible further improvements to ththadeand its use in conjunction with other
techniques.

Keywords: Sentiment Analysis, Opinion Mining, SentiwWordNEgta Mining, Knowledge Discovery

1 Introduction

Opinion mining research considers the computatitneatment of subjective information contained in
text. With the rapid growth of available subjectieat on the internet in the form of product reveew
blog posts and comments in discussion forums, opimiining can assist in a number of potential
applications in areas such as search engines, neender systems and market research.

One approach for detecting sentiment in text preiseliterature concerns the use of lexical resesrc
such as a dictionary of opinionated terms. SentdMet[6] is one such resource, containing opinion
information on terms extracted from the WordNetabtase and made publicly available for research
purposes. SentiWordNet is built via a semi supetvisiethod and could be a valuable resource for
performing opinion mining tasks: it provides a nbadavailable database of term sentiment
information for the English language, and coulduBed as a replacement to the process of manually
deriving ad-hoc opinion lexicons. In addition, S@fdrdNet is built upon a semi automated process,
and could easily be updated for future version¥VoirdNet, and for other languages where similar



lexicons are available. Thus, an interesting reteaguestion is to assess how effective is
SentiWordNet in the task of detecting sentimentamparison to other methods, and what are the
potential advantages that could be obtained frasnaghproach.

This paper proposes a method for applying SentiWetdo derive a data set of document metrics and
other relevant features, and performs an experimergentiment classification of film reviews using
the polarity data set introduced|[it¥]. We present and discuss the results obtaindight of similar
research performed using manually built lexicoms] &vestigate possible sources of inaccuracies
with this method. Further analysis of the resultsenled opportunities for improvements to this
approach, which are presented in our concludingrksn

2 Sentiment Classification

Sentiment classification is an opinion mining aityivoncerned with determining what, if any, is the
overall sentiment orientation of the opinions corgd within a given document. It is assumed in
general that the document being inspected consaibgctive information, such as in product reviews
and feedback forms. Opinion orientation can besdiasl as belonging to opposing positive or
negative polarities — positive or negative feedbalotut a product, favorable or unfavorable opinions
on a topic — or ranked according to a spectrunoséible opinions, for example on film reviews with
feedback ranging from one to five stars.

Supervised learning methods using different aspmfdisxt as sources of features have been proposed
in the literature. Early work seen [ib3] presents several supervised learning algostheing bag-of-
words features common in text mining research, Wékht performance obtained using support vector
machines in combination with unigrams. Classifytegms from a document into its grammatical
roles, or parts of speech has also been explanddl] part of speech information is used as pawd of
feature set for performing sentiment classificatmn a data set of newswire articles, with similar
approaches attempted [ib0], [7] and[16], on different data sets. Q&0] a method that detects and
scores patterns in part of speech is applied toeléatures for sentiment classification, withraikar
idea applied to opinion extraction for product fget seen irf4]. Separation of subjective and
objective sentences for the purposes of improvogudhent level sentiment classification are found in
[14], where considerable improvements were obtaimest a baseline word vector classifier. Other
studies focus on the correlation of writing styteaverall sentiment, taking into account the use of
colloquialisms and punctuation that may conveyisanit. In[22] a lexicon of colloquial expressions
and a regular expression rule base is createdtéztdenique opinion terms such as unusual spellings
(“greeeat”) and word combinations (“supergood”).[1h document statistics and features measuring
aspects of writing style are combined with wordtgex to obtain considerable improvements over a
baseline classifier on a data set of film reviews.

2.1 Opinion Lexicons

Opinion lexicons are resources that associatemsenti orientation and words. Their use in opinion
mining research stems from the hypothesis thatvitdal words can be considered as a unit of
opinion information, and therefore may provide slu® document sentiment and subjectivity.
Manually created opinion lexicons were applied ¢atgnent classification as seen[it8], where a
prediction of document polarity is given by coungtipositive and negative terms. A similar approach
is presented in the work of Kennedy and InkfiEi, this time using an opinion lexicon based ba t
combination of other existing resources.

Manually built lexicons however tend to be constea to a small number of terms. By its nature,
building manual lists is a time consuming efforidanay be subject to annotator bias. To overcome
these issuekexical inductionapproaches have been proposed in the literatureawiew to extend
the size of opinion lexicons from a core set ofdsieems, either by exploring term relationshipsbyr
evaluating similarities in document corpora. Eangrk in this area seen if9] extends a list of
positive and negative adjectives by evaluating waciive statements in a document corpus. Another
common approach is to derive opinion terms from\WardNet database of terms and relationships
[12], typically by examining the semantic relatibips of a term such as synonyms and antonyms.



Lexicons built using this approach can be seeniegpb subjectivity detection research[#1] and
applied to sentiment classification[#] and[16].

2.1 WordNet Glosses and Senti\WordNet

As noted in[15], term relationships in the WordNet databagsenfa highly disconnected graph, and
thus expansion of opinion information from a cofes®@ed words by examining semantic relationships
such as synonyms and antonyms is bound to bectestidnly to a subset of terms. To overcome this
problem, information contained in temgfosses- explanatory text accompanying each term — can be
explored to infer term orientation, based on theuagption that a given term and the terms contained
in its gloss are likely to indicate the same p®jarin [2] a method for lexicon expansion is proposed
where terms are assigned positive or negative apéribased on the existence of terms known to carry
opinion content found on the term gloss. The augtlaogue that glosses have a potentially low lefel o
noise since they “are designed to match as clog@ssible the components of meaning of the word,
have relatively standard style, grammar and syictattucture”; This idea is also seen%i, this time

by using supervised learning methods for extendifgxicon by exploring gloss information, yielding
positive accuracy improvements over a gold standarccomparison to some of the methods
previously discussed in this section. This is tt@me approach employed on building the
SentiWordNebpinion lexicon6].

SentiWordNet is built in a two-stage approachiafiif, WordNet term relationships such as synonym,
antonym and hyponymy are explored to extend a abseed words used [29], and known a priori

to carry positive or negative opinion bias. Aftefixeed number of iterations, a subset of WordNet
terms is obtained with either a positive or negatabel. These term’s glosses are then used todrai
committee of machine learning classifiers. To miaarbias, the classifiers are trained using difiere
algorithms and different training set sizes. Thedjotions from the classifier committee are theadus
to determine the sentiment orientation of the rewhai of terms in WordNet. The table below
compares the coverage of SentiWordNet in relatoottier manually built opinion lexicons available
in the literature.

Opinion Lexicon Total Sentiment Bearing Terms

General Inquiref” [17]. 4216

Subjectivity Clues Lexicof1]. 7650 (out of 8221 terms)

Grefenstette et §8]. 2258

SentiWordNe{6]. 28431 (out of total 86994 WordNet
terms)

Table 1. Coverage of Opinion Lexicons

3  Approach

Our research assesses the use of SentiWordNet tagk of document level sentiment classification
using thePolarity data set of film reviews presented[i¥]. Initially, the lexicon was applied by
counting positive and negative terms found in audment and determining sentiment orientation
based on which class received the highest scandasito the methods presented[48] and[10]. A
refinement to this method consisted on buildingatadset of features derived from SentiWordNet
scores, following a careful evaluation of the dsghand SentiWordNet.

Each set of terms sharing the same meaning in \@erdiNet Eynsety is associated with two
numerical scores ranging from 0 to 1, each indicathe synset's positive and negative bias. The
scores reflect the agreement amongst the classi@mmittee on the positive or negative label for a
term, thus one distinct aspect of SentiWordNeha it is possible for a term to have non-zero &alu
for both positive and negative scores, accordirthedormula:

t http://lwww.wjh.harvard.edu/~inquirer



Pos. Score(term) + Neg. Score(term) + Objectiver&term) = 1 (2)

Terms in the SentiWordNet database follow the caiegtion into parts of speech derived from
WordNet, and therefore to correctly apply scoredetans, a part of speech tagger program was
applied to the polarity data set. In our experiméim Stanford Part of Speech Taggeescribed in
[18] was used.

SentiWordNet scores were then calculated for teionsd, and additional metrics were calculated
from the scores. Overall scores for each part eésp were computed, along with ratios of scores in
relation to number of terms. Documents were alstddd into equally sized segments, and scoring
was performed on each segment to assess the imopdidferent parts of the document to overall
sentiment. A total of 96 distinct features wereagated as summarized on the table below.

Metric Category Features

Overall Document Scores Sum of positive and negatiwores for Adjectives.
Sum of positive and negative scores for Adverbs.
Sum of positive and negative scores for Verbs.

Score ratio to total terms Ratio of overall scoee total terms found, for each part of
speech.

Positive to negative score ratios  Positive to riegatcores ratio per part of speech.

Scores per document segment Ratios for the abotresfor each of N partitions of a

document.

« Each document was segmented into 10 partitions with
equal number of terms.

Negation Percentage of negated terms in document.

Table 2. Metrics Derived From SentiWor dNet

3.1 Natural Language and Style Considerations

Another aspect evaluated by this experiment wasirtfigence of applying weights to scores as a
function of its position in the document. This wauhtuitively translate to the existence of areas
within a document that tend to carry more opiniamtent, such as the end of the document where
closing remarks would reflect the general autheswiSeveral adjusting schemes were attempted and
the chosen method implements a linearly increagiagght adjustment to scores, as given by the
formula below.

T,
score = score ?{C )

With C being a constant value, atidhe position of the given terhrelative to the total of termBin

the document.

Negation detection is also an important elemenirgfiementing sentiment analysis by using term
scores, since negation in a sentence such as ‘hatifind this movie funny or interesting” would
invert the opinion orientation of otherwise pogtiterms such as “funny” and “interesting”. This
research implemented a version of tRegEx algorithm [3] for negation detection, which scans
sentences based on a database of pre defined oregapressions. The algorithm maintains three
distinct lists, depending on the scope of the negatexpressions that modify preceding terms,
subsequent terms and pseudo-negation expressitnaaveffect on term polarity.

Finally, the data set was generated from the sodoceiments by extracting the above information
with SentiWordNet. A support vector machine cldsesifvas then trained based on a label indicating
positive and negative sentiment, and classificatm@rformance was measured using average



accuracies and 3-fold cross validation. The expenimwvas executed using the support vector machine
implementation available in tHRapidMinerdata mining applicatiofl1].

4  Results
4.1 Term Counting

SentiWordNet scores were calculated as positiveresgditive terms were found on each document,
and used to determine sentiment orientation bygasgj the document to the class with the highest
score. This method yielded an overall accuradgsd5% , with results detailed in the table below.

Class Positive Negative
Predicted Positive 576 259
Predicted Negative 424 741
Total | 1000 1000
Class Recal| 57.6% 74.1%
Class Precision 68.98% 63.76%

Table 3. SentiWordNet Score Counting Results

41 SentiWordNet Features

For this method, a linear support vector machiassifier was trained using the features deriveahfro
SentiWordNet detailed on Section 3. Best resultsewabtained when combined with a feature
selection refinement step based on attribute inddion gain. The table below presents accuracies for

each stage of the experiment. It can be noticedsthall improvements were obtained when negation
detection and scoring functions were added to theem

Experiment Accuracy
SentiWordNet Features (no refinement). 67.40%
- Including Linear Weight Adjustment to Scores. (&8

- Including Negation Detection and Linear Weighofog. | 68.50%
SentiWordNet, Negation Detection, Linear Scorind an | 69.35%
Feature Selection.

Table4. SYM Accuracy Results

5 Discussion

The table below illustrates how SentiWordNet corepaio other published results in the area using
the same data set and similar approaches basgsrmomexicons.

Method Accur acy
SentiWordNet — Term Counting (this research) 65.85%
SentiWordNet Scores used as Features (this regearch 69.35%
Term Counting - Manually built list of Positive/Native | 69.00%
words[13].

Term counting from Combined Lexicon and valencdtais | 67.80%
[10].

Table5. Accuracy Comparisons

Term counting using SentiWordNet remains close tteeroresults using manually built lexicons,
which is encouraging for the use of resources lnagith semi supervised methods. Our second method
using SentiWordNet as a source of features foparsised learning algorithm yielded improvements



over the term counting approach. The use of weghtstment has yielded small improvements to the
method, suggesting remarks affecting overall seatirbeing placed towards the end of a document.
On both cases, the results are within close rafigeher results employing opinion lexicons seen in
the literature: IN13] the results are based on term counting fromaaually built word list for the
domain of film reviews, whereas results fr¢h] follow the same principle, but leverage a camed
lexicon and take into accouimtensifieranddiminisherterms such as “very” and “seldom”.

4.1 Misclassifications

Results for the term counting approach seen ineTaldghow that the method provides better recall for
the negative class than the positive one. Thisimdigate a stronger and more explicit choice after

on negative reviews than in positive ones, anddb#tors are more likely to include negative rersark
on positive reviews for a more balanced assesstilethe ones seen in the concluding remarks of a
film review presented below:

“the only downfall of the opening sequence is tti#irgy style used... it's choppy, slow motion which
is unsettling and distracting.”

The phenomenon dhwarted expectationseported in[13] can also affect this method, where the
author chooses to build up the expectation of adddm, for example by mentioning director and
actor's previous achievements, only to later flatstrit by presenting an overall negative view. On
those cases, the number of terms with positiventat®n would be high, therefore affecting
conclusions made by a classifier using data baseadrm polarity.

Some inaccuracies seen on SentiWordNet scores enagused by the reliance on glosses as a source
of information for determining term orientation. As example the tertudicroushas a positive score

in SentiWordNet, and the following gloss:

“absurd, cockeyed, derisory, idiotic, laughabledicrous, nonsensical, preposterous, ridiculous
(incongruous; inviting ridicule) "the absurd excusat the dog ate his homework"; "that's a cockeyed
idea"; "ask a nonsensical question and get a nosisahanswer"; "a contribution so small as to be
laughable”; "it is ludicrous to call a cottage a msion"; "a preposterous attempt to turn back the
pages of history"; "her conceited assumption ofvarsal interest in her rather dull children was
ridiculous.”

It can be argued that this term should contain gatie orientation, given its association to the
synonymdarcical andidiotic. However SentiWordNet may have chosen a positieeeson the basis
the gloss text is more likely to be associated \aithositive term than a negative one: terms such as
exuberanceandclown and the somewhat ambigudasighablecould be influencing the construction
method in assigning incorrect scores. The depemdeh&entiWordNet scores on term glosses could
be a limiting factor in the accuracy of term scoeesl the overall classification accuracy of this
method.

Finally, the use of colloquial language and expoess where no opinion information exists,
disambiguation of WordNet terms with more than preaning, inaccuracies in the assignment of part
of speech tags, and the correct detection of naemtiies such as actor and film names were
identified as contributing factors to misclassifioas seen using this method.

5 Conclusonsand Future Work

This research assessed the use of the SentiWordpleion lexicon in the task of sentiment
classification of film reviews. Results obtained $isnple word counting were similar to other results
employing manual lexicons, indicating SentiWordietrforms well when compared with manual
resources on this task. In addition, using SentdMet as a source of features for a supervised
learning scheme has shown improvements over pura t®unting. This study also revealed
opportunities where further linguistic processinigldy gains in classification accuracies. These,



coupled with the relative low dimensionality of atal set built from SentiWordNet data set - lesa tha
100 features compared to several thousand typisaliyr on word vector approaches - could lead to
more attractive models for real world applications.

Further aspects of our research will involve a mdetailed comparison of the performance of
SentiWordNet and other lexicons on similar opininiming tasks could help in better understanding
their strengths, and how they can be used togethé .could be particularly beneficial in overcomin
some of the limitations seen in SentiWordNet'samstie on glosses. In addition, research in combining
a classifier based on SentiWordNet with other appines such as word vectors may produce better
results than each individual classifier can prodoicéts own. Some encouraging empirical results of
such methods applied to sentiment classificatisearch are seen [8] and[23].

Acknowledgements

We wish to thank Andrea Esuli and Fabrizio Sebnstitom the Italian Institute of Information
Science and Technology, for making the SentiWordNgical resource available for use in this
research.

References

[1] Abbasi, A., Chen, H., and Salem, A. (2008). Semtinamalysis in multiple languages: Feature
selection for opinion classification in Web forurACM Transactions on Information Systems
26, 3 (Jun. 2008), 1-34.

[2] Andreevskaya A., Bergler S. (2006). Mining WordNet Fuzzy Sentiment: Sentiment Tag
Extraction from WordNet Glossefn Proceedings of the 11th Conference of the Ewaope
Chapter of the Association for Computational Lirggigis — EACL 2006

[8] Chapman W, Bridewell W, Hanbury P, Cooper G, BueimaB. (2001). Evaluation of Negation
Phrases in Narrative Clinical RepdPtoceedings of 2001 AMIA Symposjurg5-109.

[4] Dave K, Lawrence S, Pennock D. (2003). Mining tlearfut Gallery: Opinion Extraction and
Semantic Classification in Product Revie®Wsoceedings of the fAnternational conference on
the World Wide Web - ACM WWW20Q0day 20-24, 2003), Budapest, Hungary.

[5] Esuli, A. and Sebastiani, F. (2005). Determining $semantic orientation of terms through gloss
classification. Proceedings of the 14th ACM international Confeeeran information and
Knowledge ManagemeriBremen, Germany, October 31 - November 05, 20G8M '05.
ACM, New York, NY, 617-624.

[6] Esuli A, Sebastiani F. (2006). SentiWordNet: A Ralipl Available Lexical Resource for
Opinion Mining. Proceedings from International Conference on LampudrResources and
Evaluation (LREC)Genoa, 2006.

[7] Gamon, M. (2004). Sentiment Classification on Comp Feedback Data: Noisy Data, Large
Feature Vectors, and the Role of Linguistic Anay$iroceedings of the 20th international
conference on Computational Linguisti€deneva, Switzerland: Association for Computationa
Linguistics.

[8] Grefenstette G., Qu Y., Shanahan J., Evans d. 2@X3upling Niche Browsers and Affect
Analysis for an Opinion Mining ApplicatiofProceedings of the RIAO 2004p.186-194.

[9] Hatzivassiloglou, V., and McKeown, K. (1997). Pwditig the Semantic Orientation of
Adjectives. Preceedings of the 35th Annual Meeting of the Aason of Computational
Linguistics (ACL’97) Madrid, Spain, pp. 174-181.

[10] Kennedy A. and Inkpen D. (2006). Sentiment Clasaifon of Movie Reviews Using
Contextual Valence Shifter€omputational Intelligencé/ol. 22, 110-125.

[11] Mierswa I., Wurst M., Klinkenberg R., Scholz M., IBuT. (2006). YALE: Rapid Prototyping
for Complex Data Mining TasksProceedings of the 12th ACM SIGKDD International
Conference on Knowledge Discovery and Data MinkKig[-06).



[12]

[13]
[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

Miller G. A., Beckwith R., Fellbaum C, Gross D, Mit K. J. (1990). Introduction to Wordnet:
An On-line Lexical Databasénternational Journal of Lexicography.ol. 3, No. 4 (Jan. 1990),
235-244,

Pang B., Lee L., an¥aithyanathan, S. (2002). Thumbs up? Sentiments@Cieation using
Machine Learning TechniqueBroceedings of EMNLF2002.

Pang B., Lee L. (2004). A Sentimental EducationnttBeent Analysis Using Subjectivity
Summarization Based on Minimum CuBsoceedings of the ACR004.

Rao D. and Ravichandran D. (2009). Semi-Supervsa®drity Lexicon InductionProceedings
of the 13' Conference of the European Chapter of the A&hens, Greece (2009, Mar."3tb
Apr. 39, 675-682.

Salvetti F., Lewis S., Reichenbach C. (2004). Awtion Opinion Polarity Classification of
Movie Reviews.Colorado Research in Linguistic¥olume 17, Issue 1 (June 2004). Boulder:
University of Colorado.

Stone, P.J., Dunphy, D.C., Smith,M.S., Oglivie D(¥#066). The General Enquirer: A computer
Approach to Content AnalysiMIT Press Cambridge MA.

Toutanova K., Manning C. (2000). Enriching the Kiesge Sources Used in a Maximum
Entropy Part-of-Speech Taggd?roceedings of the Joint SIGDAT Conference on Eogbir
Methods in Natural Language Processing and Verygea€Corpora (EMNLP/VLC-2000)pp.
63-70.

Turney P., and Littman M. (2003). Measuring pragel Criticism: Inference of Semantic
Orientation from AssociatiodACM Transactions on Information Systems. 21, 4, 315-346.

Turney P. (2002). Thumbs up or Thumbs down? Senti@®eentation Applied to Unsupervised
Classification of ReviewsProceedings of the 40Annual Meeting of the Association of
Computational Linguistics — ACR002.

Wilson T., Wiebe J., and Hoffmann P. (2005). Redzigg Contextual Polarity in Phrase-Level
Sentiment AnalysiProceedings of HLT/EMNLP/ancouver, Canada.

Yang K., Yu N., Zhang H. (2007). WIDIT in TREC-20@Blog Track: Combining Lexicon-
based Methods to Detect Opinionated Bldgy®ceedings of the 16th Text Retrieval Conference
(TREC 2007)

Yu H., Hatzivassiloglou V. (2003). Towards Answeri@pinion Questions: Separating Facts
from Opinions and Identifying Polarity in SentencBsoceedings of the 2003 Conference on
Empirical Methods in Natural Language Processihg9-136.



	Sentiment Classification of Reviews Using SentiWordNet
	Recommended Citation

	BO_SentimentAnalysis_Aug09_v1.2_Final - Copy

