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Abstract

The aim of this research is to develop a rule-based lexiaatéwork for Arabic language
processing using the Role and Reference Grammar lingunsiael. A system, called
UniArab is introduced to support the framework. The UniAsgistem for Modern Stan-
dard Arabic (MSA), which takes MSA Arabic as input in the matorthography, parses
the sentence(s) into a logical meta-representation, ang tiss, generates a grammati-
cally correct English output with full agreement and modplgacal resolution. UniArab
utilizes an XML-based implementation of elements of theeRwid Reference Grammar

theory, and its representations for the universal logittaksure of Arabic sentences.

Role and Reference Grammar (RRG) is a functional theory amgnar that posits a
direct mapping between the semantic representation oftarssmand its syntactic rep-
resentation. The theory allows a sentence in a specific gegto be described in terms
of its logical structure and grammatical procedures. RR&ters a linking relationship
between syntax and semantics, and can account for how semapitesentations are
mapped into syntactic representations. We claim that RRi@Hdy suitable for machine
translation of Arabic via an Interlingua bridge impleméitta model. RRG is a mono

strata—theory, positing only one level of syntactic repngation, the actual form of the




sentence and its linking algorithm can work in both direxsifrom syntactic representa-
tion to semantic representation, or vice versa. In RRG, séimdecomposition of pred-
icates and their semantic argument structures are repegsas logical structures. The
lexicon in RRG takes the position that lexical entries fatbgeshould contain unique in-
formation only, with as much information as possible defifrem general lexical rules.
For this reason and due to the functional nature of our Istgumodel, we will create
our own lexicon.

We use the RRG theory to motivate the architecture of thetexand the RRG bidirec-
tional linking system to design and implement the parse a&amate functions between
the syntax-semantic interfaces. Through an input procéssseven phases, including
morphological and syntactic unpacking, UniArab extrabesuaniversal logical structure
of an Arabic sentence. Using the XML based metadata repiagethe RRG logical
structure (XRRG), UniArab accurately generates an egemtajrammatical sentence in
the target language through four output phases. We outi@e&dnceptual structure of
the UniArab System which utilizes the framework and tratesldhe Arabic language
into another natural language. We follow the Interlinguaigie approach for machine
translation. We analyse the Arabic sentences to createvargal, abstract logical repre-

sentation, and from this representation we generate Enigésslations.

We also explore how the characteristics of the Arabic lagguaill affect the develop-
ment of a Machine Translation (MT) tool. Several charast&s of Arabic pertinent
to MT will be explored in detail with reference to some potehtlifficulties that they
present. We will conclude with a proposed model incorpagathe Role and Reference
Grammar techniques to achieve this end. The UniArab systenbeen tested by gener-
ating equivalent grammatical sentences, in English, \@authiversal logical structure of

Arabic sentences, based on MSA Arabic input with very sigaift and accurate results.




It provides more accurate translations when compared withnaated translators from
Google and Microsoft though these systems have a much waderage than UniArab
at present. The free word order nature of Arabic and the ehgéls of incorporating tran-
sitivity into the logical structure will be outlined in deitaT his research demonstrates the
capabilities of the Role and Reference Grammar as a baseutitingual translation

systems.
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Introduction

The following paragraph was translated from Arabic into Esfgusing the Google trans-
lator (Google 2009).

That rely entirely on nmachine translation ignores the fact that comunication in
the | anguage of rights is an integral part of the context, and that the human is
capabl e of understanding the context of the original text in a manner sufficient.
Therefore can not be trusted after the nachine translation prograns, they could
not analyze the context of the original versionis simlar to the human
under st andi ng of when listening to the sane text.

It is clear that the paragraph cannot be easily understawdi,aalarge amount of the
information has been confused or mixed up. This shows thelgms facing machine
translation, and motivates our work. We believe that gtatismachine translation has
not achieved what people expected in terms of quality. Harece/ish to look at another

method, building from the ground up to achieve higher quatanslations.




Machine translation has yet to reach its potential withettianslation market as a whole.
Figures suggest that MT accounts for a small us $ 100 millantign of a us $ 10 billion
translation market (Intelligence 2004). Many have suggkgtat the reason is the poor
quality of results, hence it only makes sense when very largeunts of data need to
be processed (Oren 2004). For the MT market to expand, itaessary to improve the
quality of results, which will then make it a viable altenvatwithin the much bigger

translation market.

Arabic is acquiring attention in the natural language psscgy (NLP) community be-
cause of its political importance and the linguistic diffieces between it and European
languages. These linguistic characteristics, espeaialtyplex morphology, present in-
teresting challenges for NLP researchers. According tesi@004) Arabic is the sole
or joint official language in twenty independent Middle Eaistand African states: Alge-
ria, Bahrain, Egypt, Iraq, Jordan, Kuwait, Lebanon, Libyauritania, Morocco, Oman,
Palestine, Qatar, Saudi Arabia, Somalia, Sudan, Syridsieythe United Arab Emirates
and Yemen. Since the end of the nineteenth century, theeeltean large communities
of Arabic speakers outside the Middle East, particularlyh@ United States and Eu-
rope. Arabic is also the language of Islam’s holy book the’&yrand as such is the
religious language of all Muslims. Arabic has been an officaguage of the United
Nations alongside English, French, Spanish, and Chinese 4i January 1971'(Holes
2004). There are a number of different Arabic words in laggsssuch as Persian, Turk-
ish, Urdu or Malawian. The words derived from Arabic thats¢in Spanish, Portuguese,

German, Italian, English or French are also numerous (Bat2603).

The aim of this research is to create an Interlingua Machwramdlation (MT) system

that will accept Arabic source sentences and generate dbnggintences, and to build a




high-quality translation technology that is adequate é&xt-to-text translation. In this
research we build an Interlingua architecture in MT whiemglates efficiently. We con-
sider semantic analysis and other disambiguation relateddbic. This research also
represents a starting point for the future implementatiba euccessful and complete
Arabic MT engine. The hypothesis under investigation anéhraans are to present an
interlingua architecture, which is not only successfulramslating simplex Arabic (in-
transitive, transitive, ditransitive and copula-like noative) sentences to corresponding

English sentences, but also does so in the most optimal way.

This research is the first contribution (not just for Araliitat uses the Role and Refer-
ence Grammar (RRG) model as a basis for machine transldios contribution shows
how RRG can be used to deduce the logical structure of sesgerz produce a lexical
representation which can then be used as the interlingdagédari The lexicon in RRG
takes the position that lexical entries for verbs should&@onunique information only,
with as much information as possible derived from genepdtée rules. This was the
reason for creating our own lexicon since we need an RRG4dlagiEon of the unique

information of verbs and their logical structure.

UniArab stands fotJniversalArabic machine translator system. The UniArab system
Is a natural language processing application based on Rdl&aference Grammar for
translating the Arabic language into any other languagaguen RRG based interlingua
bridge. The UniArab system can understand the part of speeahword, agreement
features, number, gender and the word type. The syntaagse papacks the agreement
features between elements of the Arabic sentence into ademgpresentation (the log-
ical structure) with the ‘state of affairs’ of the sentenitethe UniArab system we intend

to have a strong analysis system that can unpack all infoemand its attributes. This




1.1. MOTIVATION

allows for a generalized target language to be generated the logical structures. In
this research we translate from Arabic to English only, véatkiew to translate from

Arabic to any other target language in the future.

1.1 Motivation

The motivation for an Arabic-English translation tool is/zdus when one considers that
Arabic is the lingua franca of the Middle-Eastern world. $enetly, 20 countries with a
combined population of 450 million consider Standard Acas their national language.
A simple test case during a study at Abu Dhabi University dixeee popular Arabic
translation tools (Google, Sakhr’s Tarjim and Systrangeded little success in generat-
ing the correct meaning (Izwaini 2006). This research destrates the capabilities of

Role and Reference Grammar as a base for multi-languagsdtim.

1.2 Goals

The goal of our research towards an Arabic-to-English nrechianslation system is to
create a system that translates simplex sentences of M&tkendard Arabic as a source
language into English. Our goal is to build a system whichtcamslate a wide variety of
simple sentence types. We aim to make this system as scakalplessible by allowing
users to add to the lexicon and later, in future researcmdimde complex sentences.
To achieve this goal, it is essential to build a robust anduiete lexical system and
machine translator. One of the steps we have to achieve igriergte the universal
logical structure from a source sentence. The system sh@utépable of dealing with
free word order which Arabic exhibits. This poses a signiftcghallenge to MT due
to the vast number of ways to express the same sentence incAralso, we must
account for verbs that do not exist in Arabic like the copudabv'to be’ and the verb

‘to have’. The system should deal with the transitivity ofb& (intransitive, transitive,

4




1.3. TECHNOLOGIES

ditransitive). The Arabic language is written from rightlédt and has a unique letter
shape. Words are written in horizontal lines from right tib. I& he letter shape depends
on its position in the word; initial (prefix), medial (infixfinal (suffix) or (Isolated).

In technical linguistic terms, Arabic is a ‘pro—drop’ or gproun—drop’ language. It can
define who takes the action by using conjugations. The pop{olarameter is an aspect of
grammar that allows subjects to be optional in some langualjeat is, every inflection

in a verb paradigm is specified uniquely and does not needetindgpendent pronouns
to differentiate the person, number, and gender of the Védre.system should cover and

solve the “pro—drop” challenge in Arabic.

1.3 Technologies

We introduce the main technologies used to support the derednt of the research pre-
sented in this thesis. These technologies are mainly the Xdguage and Java. The
most recent recommendation of the XML language has beermess by Bray et al.
(2008). XML has become the default standard for data exahangong heterogeneous
data sources (Arciniegas 2000). The UniArab system allcata tb be stored in XML
format. This data can then be queried, exported and sexthiizo any format the devel-
oper wishes. The Java programming language is used to inepldire logical structures.
The primary advantage being that Java is platform-indepeinaind thus highly suitable
for MT.

Advantages of XML

XML is a generalized way to store data, which is not marriegtyp particular technology.
This makes it easy to store something, and then come backrabdtdater with some
other technology for processing. Using XML to exchange nimfation offers a number

of advantages, including the following:




1.4. THESIS ORGANIZATION

Easily built: A well-formed data element must be enclosed between tags. XL
document can be parsed without prior knowledge of the tadl Allows you to define

all sorts of tags with all sorts of rules, such as tags reptesg data description or data
relationships.

Human readable: Using intelligible tag names will make it possible to reader by
novices.

Machine readable: XML was designed to be easy for computers to process. XML is
completely compatible with Java and portable platformsy Application can process
XML on any platform, as it is a platform-independent langelag

XML fully supports Arabic: We chose to create our datasource as XML files, for op-
timum support of different platforms. It was also easier @sused Arabic letters rather
than Unicode inside the datasource.

XML search engine: It is easy to extend the search sample to display more infiioma
about the search. Search by Java APl Document Object Mod&M)Ds the ideal tool

for searching collections of XML documents.

1.4 Thesis organization

This thesis is organized as follows. Chapter 2 explores hmwcharacteristics of the
(Modern Standard) Arabic language will affect the develeptof an Arabic to English
machine translation (MT) tool. Several distinguishingfeas of Arabic pertinentto MT
are explored in detail (Salem et al. 2008b). Chapter 3 revighg most important fea-
tures of Role and Reference Grammar (RRG) Theory (Salem atah009a). Chapter
4 will discuss some distinguishing features of Machine glaton strategies. Chapter
5 presents the design of an Arabic to English machine traosléramework based on
RRG. It also presents a high-level view of the system framkvaod defines our eval-

uation criteria for measuring system performance and &ffstess (Salem and Nolan




1.4. THESIS ORGANIZATION

2009b). Chapter 6 presents UniArab: a proof-of-conceptbisrégo English machine
translator system. It covers the technical aspects of WabAcovering all the phases
involved in the machine translation process. We describdekical system that under-
lies UniArab, detailing the attribute information held feach type of word. We discuss
the input and generation phase and how the system maps iballsigucture to a target
English sentence. We then briefly discuss the user interéawd some of the technical
challenges encountered during the implementation (Sateah 2008a) and (Nolan and
Salem 2009). Chapter 7 discusses the evaluating and exgeghresults of the case
study. We present the results of our evaluation of UniAratafavide variety of simple
(Intransitive, Transitive and Ditransitive) sentencedygSalem and Nolan 2009c). The

thesis conclusions and future work are discussed in Ch8pter




The Arabic Language

Arabic is a language with a derivational and inflectionahncorphology (Holes 2004).
The version of Arabic we consider in this research is Modeem&ard Arabic (MSA).
When we mention Arabic throughout this research we mean MBi&lwis distinct from
classical Arabic. Modern Standard Arabic (MSA) is a modegdiform of Classical
Arabic (Alosh 2005). MSA is the literary and standard variet Arabic used in writing
and formal speeches today (Schulz 2005). MSA is the uniiensguage of the Arabic-
speaking population. MSA is printed in most books, newsmgpmagazines, official
documents, and reading primers for children. Most of thé Arabic spoken today is
more divergent than the written Arabic language. Arabicdsoare often ambiguous
in their morphological analysis (Al-Sughaiyer and Al-Khahi 2004). As a language,
Arabic is rich in morphological and syntactic structuresialdic is also challenging in

that it is a derivational or constructional language rathan a concatenative one. Words




2.1. CHARACTERISTICS OF THE ARABIC LANGUAGE

like ‘g0’ i ydhband a3 dhb* can easily be seen as being part of a hierarchy
of inheritance from a ‘specific root (in this cagga> dhb). In English and in many
other languages this is not usually the case. The Arabiaukzge is written from right
to left. It has 28 letters, many language specific grammaasrwlith a relatively free
word order language. Each Arabic letter represents a speacitind so the spelling of
words can easily be done phonetically. There is no use afitdiégters as in English.
Similarly, there is no need to combine letters in Arabic tdicate a certain sound. For
example, the 'th’ sound in English as in the word 'Thinking'reduced in Arabic to the
character®, t. In addition to the standard challenges involved in devielpan efficient
translation tool from Arabic to English, the relatively ér@vord order nature of Arabic
creates an obstacle. There is no copula verb ‘to be’ in Ardbicexample, the mere
juxtaposition of the subject and predicate indicates tlegligational relationship. The
absence of the indefinite article, while not unique to Aradtilt poses many difficulties

within the context of the language structure.

2.1 Characteristics of the Arabic language

The copula verbs ‘to be’ and ‘to have’ do not exist in Arabinistead of saying ‘My
name is Zaid’, the Arabic equivalent would read like ‘NamaenZaid’ - . ; JM ismy
zyd Instead of saying ‘She is a student’, the Arabic equivalenld be ‘Sh;e student’;
in Arabic W\ »» hy @lbh. The copula in Arabic is only realised in the past and
future tenses and in negation. Regarding the verb ‘to havie’ch in English can also
mean ‘to own’. Instead of saying “He has a house”, the Aragigalent is “To him a
house’ -w 4 Ih byt Adjectives in Arabic have both a masculine and a feminimenfo
The singular feminine adjective is just like the masculidgeeative but morphologically

marked (Ryding 2007).

*Arabic examples are written here by using Buckwalter Arabiansliteration which is converted in latex into the DIN 356
standard of Arabic transliteration




2.1. CHARACTERISTICS OF THE ARABIC LANGUAGE

Table 2.1: Dual: merely add two letters to achieve dual farrArabic
Arabic English Translation

L bab door
oLL baban | two doors

The Arabic number system includes the dual form, whereaar ¢dimguages move from
the singular to the plural form directly. In Arabic we needyoio add two letters to the
singular form to express the dual form. An example is giveilable 2.1. The plural
form, however, is obtained using a different mechanism.

Plurals are of two types:

(1) The sound plural. The sound plural is one in which the @izxgform of the word
remains intact (sound) with some addition at the end. Exasypl

Masculine in the nominative case e.g. engingggs...gs mhndswrin which ;¢ wnis
added to a singular noun. Masculine in the accusative anitigeoases e.g. engineers
Uty Mhndsynn which -, ynis added to the singular noun.

Feminine in the nominative e.g engineetd...ge mhndgtunin which 5! atunis
added to the singular noun.

Feminine in the accusative and genitive cases engiq_e\ers;p mhndsitin in which c’_ﬂ

atin is added to the singular noun.

(2) The broken plural. The broken plural is one in which therf@f the singular word is
broken, that is, changed. It has no fixed rule for making itm&omes letters are added
or deleted and sometimes there is merely a change in the sogamples_.s” ktb
books,_ ™ ktaba book, =, rgl man, )=, rgal men,<.. snh ayeare sy snvat

years.

10




2.2. CHARACTERISTICS OF ARABIC WORDS

2.2 Characteristics of Arabic words

There is no upper and lower case distinction. Words areemrittorizontally from right
to left. Most letters change form depending on whether thppear at the beginning,
middle or end of a word or on their own. Arabic letters that rbayjoined are always

joined in both hand-written and printed form.

An interesting feature of Arabic is its treatment of the destoative. Whereas in En-
glish one refers to an object that is either near or far aslgithgs (very near the speaker)
or that (away from the speaker up to any distance), Arabic has a tl@ndonstrative to

specify objects that are in between these points on thendistspectrum.

Table 2.2: Grammatical gender
Arabic Masculine | English Translation

@ gmr moon

2w SYf sword

L bab door

Arabic Feminine | English Translation
e~ Sms sun

las sa stick

o8l nafdh window

In Arabic, all nouns must be either feminine or masculinel #re gender can be either
grammatical or natural. The gender of inanimate objectgasgatical, examples are
in Table 2.2. In this case the gender is a built-in lexicalpgmty of the word. Animate
objects have a natural gender, and this gender can be e@thgyroductive or productive.
The non-productive gender is the case of nouns where thenileenand the masculine
have different lexical entries, i.e., the feminine is notiged from the masculine, as
in Table 2.3. By contrast, in the productive gender, the fena is derived from the

masculine, usually by adding a special suffix ‘ta marbutatht® end of the masculine

11




2.2. CHARACTERISTICS OF ARABIC WORDS

form, as in Table 2.4. The Arabic definite article is concated to nouns and adjectives.

The shape of the definite article is shown in Table 2.5.

Table 2.3: Feminine is different than masculine

Arabic English Translation
i=\53 dafaagah | Chicken
by dyk Cock

Table 2.4: Feminine and masculine in Arabic
Arabic English Translation

"()-5.3 muilmun | teacher(M)
:.o.k...i mulimtun | teacher(F)
JU talb student(M)
Wb talbh student(F)

Table 2.5: Definiteness in Arabic
Arabic | English Translation

Jal the

The definite article in Arabic is graphically prefixed to arerc noun. An example of

Arabic definiteness is shown in Table 2.6.

Table 2.6: Definiteness example in Arabic
Arabic English Translation

J= rdl a man
J=Jlalrgl | the man

2.2.1 Free word order

Arabic has a relatively free word order (Ramsay and Mans006%, this poses a signif-
icant challenge to MT due to the number of possible ways toesgthe same sentence

in Arabic. For the elements of subject(S), verb(V) and diffey; Arabic’s relatively free

12




2.2. CHARACTERISTICS OF ARABIC WORDS

word order allows the combinations of SVO, VSO, VOS and OM8.dxample, consider

the following word orders:
(1) Nounl Verb Noun2
(2) Noun2 Verb Nounl
(3) Verb Nounl1 Noun2

(4) Verb Noun2 Nounl

Table 2.7: Free word order
(a) Noun Verb Noun example. (b) Verb Noun Noun example.

M = B aysyblyla & 8 = yhbayslyk
Qays loves Laila Qays loves Laila

A ylal o= yhb | s ays| | M Iyla] w8 gys| o= yhb
Laila loves Qays Laila Qays loves
noun verb noun noun noun verb

(c) Verb Noun Noun example.

o M o= yhblylaqys

Qays loves Lalla

o8 ays| Mlyla| = yhb
Qays Laila loves
noun noun verb

This means that we have a challenge to identify exactly wisithe subject and the ob-
ject. Tables 2.7(a), 2.7(b) and 2.7(c) show this challedgéirabic the subject agrees
with the verb with appropriate morphological marking on tinerd to differentiate sub-

ject from object in these free word order sentences.

The difference in Tables 2.7(a), 2.7(b) and 2.7(c) is thetjposof the actor. The sen-
tences in fact have the same meaning. While in English thre @dra sentence is subject

verb object.

Note that Arabic sentences should be read from right to left.

13




2.3. PART OF SPEECH INVENTORY OF THE ARABIC LANGUAGE

2.3 Part of speech inventory of the Arabic language

In the Arabic linguistic tradition there is not a clear-cutell-defined analysis of the

inventory of parts of speech in Arabic. Attia (2008) mengdrthat the traditional clas-

sification of Arabic parts of speech into nouns, verbs antighes is not sufficient for a

complete computational grammar. This categorizatiomjioailly proposed by Sibawaih

(Owens 2006), remains the standard accepted scheme tooagvelr, we have found it

lacking when applied to machine translation, and so, d@esl@ur own lexical scheme.

Our classification of the parts of speech in Arabic is illagd in Figure 2.1. We clas-

sified parts of speech into nouns, adjectives, adverbssyddmonstratives, and others.

Each category will be further explained in the following sabtions.

Noun

—

Proper

Person
Organization
Location
Objects

Arabic Inventory
of Parts of Speech

Adjective

Adverb

Inanimate Animate

EZAN

Intransitive Transitive Ditransitive

Transitivity

Verb

v

Tense

| e

Demonstrative

Mood Voice

Others

Prepositions
Conjunctions

P

Declarative

Imperative

Human Nonhuman

Figure 2.1: A classification for the Arabic language syntax

2.3.1 Noun

Relative pronouns
Particles
Determiners

| Active

| Passive |

A noun denotes either tangible or intangible identitiesuhare independent of other

words in indicating their meaning. What distinguishes reotrom verbs is that nouns

refer to entities or things. Nouns are further classified pronouns, common nouns and

proper nouns. Pronouns are classified according to perset giecond, third), number

14




2.3. PART OF SPEECH INVENTORY OF THE ARABIC LANGUAGE

(singular, dual and plural) and gender (masculine and fe@)n They can also be hom-
inative, accusative, or genitive. Examples ate-ana “I”, «J! ant“you”, and & hw
“he”. We make a further classification of common nouns intorete and inanimate.

Examples of common noun are in Table 2.8.

Table 2.8: Noun example in Arabic
Arabic English Translation

Ed
2 v
J= ragulun| man

o <% 8agrh | tree

Although this seems more like a semantic classification,Arebic morphology and
syntax needs this classification. For example the choicewfahstrative adjective with

plural nouns depends on whether the noun is human or non+hurfoa example
WY ol hah alklab
this.sg.f dog.pl

The proper nouns are further classified into names of persoicé as~ mr “Omar”
and W hald “Khalid”; locations, such as ala)l algahrh “Cairo” and L\;JJ:‘ ayrinda
“Ireland”; organizationss =l ! F\H allammalmthdh “United Nations”; and objects,

such a%{j,;__J lynwks“Linux” Common nouns can either be definite or indefinite.

2.3.1.1 Definite nouns

A noun normally can be considered as definite (in Aralig=. mtfh) when the speaker

and the reader know about the specific object being refeosdditexample in Table 2.9.

Table 2.9: Definite example in Arabic

Arabic Aol B9 e G s LUK alktabaldy tbht nh fwgaltawlh.

English Translation | The book you are looking for is on the table.

In the example, the word ‘book’ is definite by using the deératticle ‘the’, since both

the speaker and the listener know which book they are dewlithg The definite article

15




2.3. PART OF SPEECH INVENTORY OF THE ARABIC LANGUAGE

in Arabic is used to introduce and talk about a known subjBlee Arabic language uses
the same article for all nouns, be they male or female, sargui plural. The article is

written before the noun it refers to and, graphically, it @@ attached to it.

2.3.1.2 Indefinite nouns

Indefinite nouns (in Arabiczbiz nkrh) are nouns which are not specified. Itis translated
as ‘a’ or ‘an’ in English, e.g.a man, an apple, waterThere is no need to translate it
everywhere as in the example whter. The absence of the indefinite article is, as in
Table 2.10, a potential source of problems for Arabic-Estginachine translation.

Table 2.10: Indefinite example in Arabic

Arabic | Tl oo o A) J_c LLS™ & ue 5 Wit kiaba daaltawlh hl hw 1k?
English | Tfound (a) book on the table, is it yours?

2.3.2 Adjectives

Adjectives are used to modify nouns. Arabic adjectives egvéh nouns in number,

gender, definiteness and case. An example is the adjecwedul), in Table 2.11.

Table 2.11: Arabic adjective
Arabic English Translation

sl L™ u‘j grat ktaba nafa | | read a useful book

2.3.3 Adverbs

Adverbs are used to modify verbs. They can be adverbs of plexe or manner. An

example in Table 2.12.

Table 2.12: Arabic adverb
Arabic English Translation

¢l CLQ::.?W JAzs gdalagtma:msa> | The meeting was held in the evening
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2.3.4 \erbs

A verb describes both an action and tense. There are four Wwagkssify verbs in

Arabic: according to tense, transitivity, mood and voice:

2.3.4.1 \erbtenses

There are mainly two tenses in Arabic: the imperfect and dréept.
The imperfect tensaJLzM J...m alf{ almdars which indicates that an action has not
yet been completed but is being done or will be done; somgtihiat is happening at the

moment. An example is shown in Table 2.13.

Table 2.13: Imperfect tensEJL:a.H =21 alf4 almdar-
Arabic English Translation
2S5 yaktubu| he is writing.

The perfect tensek_;\'pl.a mady, which indicates that an action has been completed. An

example is shown in Table 2.14.

Table 2.14: Perfect tensguU! |~2! alf4 almady

Arabic Enéllsh Translation
.S kataba| he wrote.

Both the perfect and imperfect tenses can be modified bye#nrinflectional forms
which depend on person, mood and number. Table 2.15 shoas fbens applied to
the imperfect, and Table 2.16 shows the thirteen personeraflr the perfect tense.
The word U3s.. swi ifitis before the imperfect tense then the verb has a futbeaning.
Graphically a word like this will look like $awfa+ imperfect] or g + imperfect] similar
to the example in Table 2.17.

In Arabic, it is possible to combine the verb kagp§ kan with the main verb to in-

dicate past progressive. This is where an action took pladbea past but happened
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Table 2.15: Imperfect inflectional forms of word ‘write’

Singular Dual Plural
First Person 2SS nktbu 2} aktbu

Second Person (m) (355 tktbwna | (LS tktbani | oS tktbu
Second Person (f) | (S tktbna QLKJ tktbani | ‘S tktbna
Third Person (m) | 425 yktbwna ULW(» ykthani | oS yktbu
Third Person () | G yktbna | ol thibani | o tktbu

Table 2.16: Perfect inflectional forms of word ‘wrote’
Singular Dual Plural

First Person L\fi uktbra oS ktbt
Second Person (m (:\J ktbtum | LS ktbtuna | Guis” ktbta
Second Person (f) &Lf ktbtuna| L™ ktbtuma | dxs” ktbti
Third Person (m) | lgo8" ktbwa | LS” ktba =S ktba
Third Person (f) S ktbna | LS ktba | S4xS” ktbat

Table 2.17: Future tense in Arabic

Arabic English Translation
2S5 s swi yaktubul he will write
25K syaktubu he will write

over a long period, or represents a state of being. This nwiss used when talk-
ing about knowledge of something in the past. In Arabic, thstperfect progressive
is actually indicated using the present tense and the farticndhuis mnd e.qg.
Oy J"? Ao La J"‘“ ays hra mndhms snwvat | have been living here for five
years. Future perfect in Arabic is indicated using the pretanse of kaana with a past
tense main verb. e.gelul)> d‘r‘ A8 QJKM sykwn gdanha drasthhe will have fin-

ished his studies.
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2.3.4.2 Aspect

Tense deals with when an action occurs, aspect determinethe@rtthe action has been
completed, is ongoing or is yet to occur. In Arabic, tenseaspkct are generally blended
together, that is why past/present are often switched vatfept/imperfect in discussion.

For a larger discussion on the sentax the tense and aspecta&yding (2007).

2.3.4.3 Mood

Mood is reflected in Arabic in word structure, and so analysi part of the morphol-
ogy. The mood can be indicative, subjunctive, imperativpissive. The indicative are
straightforward statements, the subjunctive includesttide towards actions, the im-
perative indicates a command. Mood marking is only done emptlesent tense. There
are no markings for past tense. Examples of the four moodshemen in Tables 2.18,

2.19,2.20and 2.21.

Table 2.18: Indicative mood
Arabic | Wi\ 5 >, nrhb bzlaynrma

English | we welcomeour customers.
Arabic wﬁﬂ ks Ly ygadr dbinalywm
English | He leavesDublin today.

Table 2.19: Subjunctive mood
Arabic | 3l p 3 Ol < ygb-an nqwm bzgrh
English | Itis necessary thate undertakea visit.

Table 2.20: Jussive mood
Arabic | &b (1 Im nat
English | we did notcome
Arabic | (uls A oS (l oMo dslahat Im tktml mndamyn
English | renovations thabave not been completedor two years
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Table 2.21: Imperative mood
Arabic o L CJ‘ afthya smsm

English | Open, Semsame.
Arabic | J C.M asmhly

English | Permit me.
Arabic | .5 Y latns

English | Do notforget.

2.3.4.4 \oice

The voice in Arabic is indicated by inflection on the verbs alifferentiates between
active and passive, as shown in the contrast betyemal “[he] said” and J& yaal

“[itis] said”.
2.3.4.5 Transitivity

In Arabic and English, we can classify verbs as either irgitare, transitive or ditransi-
tive.
(1) Intransitive (Q;U‘ allaazin)
An intransitive verb is unable to take an object; it existsnal. Intransitive verbs
includec%_g ysbh, swim,fl__ yakl, ate,; L mat ,die, (;U naymsleep.
Some verbs can be both transitive and intransitive:
IR o ana fzt, | won. (Intransitive)
J;\H SNV Ul ana fzt kalgayzhalawla, | won the first prize. (Transitive)
(2) Transitive (g,ul‘ almtdy)

A transitive verb takes one or more objects (an object, oetgakr of the verb).
For example;ls™ & . Asl d8tra mr kiab, Omar bought a book« L, wﬂ
aktb raalh, | write a letter. «Ke 598 L) 2oy S y_g‘ abw bkr wd alktab
fwq mktbh Abu Bakr put the book on his disk.
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A transitive verb is incomplete without a direct object. Egample;
Incomplete: fo< W& hald yhml, Khalid holds.
Complete: | a5 5 gamidl 4 guls 9 L5 O Jox W& hald yhmldaih ktb
w haswbhalShsy w z"hwr, Khalid holds three books, his laptop and flowers.

(3) Ditransitive
A ditransitive verb takes two objects. This can be througlnairect object con-
struction, ea) LS u_\a_d f\.‘a& sam-ata kiab Ilmr, Essam gave a book to Omar

Or double object construction,ts™ & v.&a&‘ f\.‘a& sam :ata mr kiab , Essam

gave Omar a book.

2.3.5 Demonstratives

The demonstrative pronouns in Arabic include referencélfemear s hda “this”, the

far «U3 dlk “that” and for the inbetweer!3 dak, which has no equivelent in English.

2.3.6 Others

This class includes all other types of words not includedhim previous categories. It
includes, for example, the prepositions, suck,asnn“from”, Ju- fa*on”, 3 fy*in”,
J\ ila“till”. It also includes conjunctions, such ag w “and”; determiners.such a$
al “the”; relative pronouns, such qg,'u\ aldy “who (masculine)” and &! alty “who
(feminine)” and particles, such ag In “Will not” (Khan 2007). "

Table 2.22: Patrticle ‘Lan’
Arabic Arabic Meaning | English Translation

MMJ u) lan yachaba | will not ‘he’ go he will not go

The particIeQJ In is used to negate future events. It is used within the impeténse

(Versteegh 2001). An example is shown in Table 2.22.
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2.4 Sentence types in Arabic

A sentence is a string of words that expresses a semanicatiplete message. There are
two main sentence types in Arabic: verbal sentences andiegabor copula sentences.

The classification of clauses in the Arabic language istilaied in Figure 2.2.

Clausal Types

Equational Verbal
Sentences Sentence
[
Subject Predicate A
Adj VSO e} VOS
NP
NP Adv

PP

Figure 2.2: A classification of clauses in the Arabic languag

2.4.1 Equational sentences

Equational sentences contain two parts (subject and @tedidn Arabic the copula verb
‘to be’ is not used in the present tense. Both the subject baegtedicate have to be
in the nominative case if they are not precedché)yin “indeed” or ,§~ kan "was*

(Abn-Ageal 2007). In Table 2.23 the predicate in the firstregke is realized as a noun
phrase, in the second example as an adjective, and in tidestkample as a preposition.
The subject and predicate can serve as arguments for otter a& will be shown in the

following subsections.
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Table 2.23: Nominal sentence

Arabic English Translation
Sl .’LJ zaydunaalibun | Zaid is (a) student.
ﬁf X 5 zaydun krym Zaid is generous.
el 3 X zaydun fyalbyt | Zaid is in the house.

2.4.1.1 \erb and noun

Verb and noun. such asc~| JL sal ahmdAhmad asked.

2.4.1.2 \erb and two nouns

It only occurs in one construd.;:‘j.s? 3 08 kan wahwatha kan and its sisters. The
verb knay§~ kan and its sister verbs mark the time or duration of actiongestand
events. Sentences that use these verbs are considered tgdeea nominal sentence
according to Arabic grammar, not a type of verbal sentente Word order resembles
Verb Subject Object when there is no other verb in the sestenc

They are,§” kanwas, |l gar to become,c_“j ash to becomeus‘-"? adha to
becomeuwj ams to become, | 7 to remain, | bat to be, . lysitis not.
English can not express the punctual and telic aspectualeiifces encoded within the

Arabic examples just mentioned.

Table 2.24: Kan and its sistetgj_;‘ 3 o8 kan wahwtha
Arabic English Translation
[(R¥SY SV O kanal-aklu ldydaan | The food was delicious.

With these verbs the subjectis in the nominative case angréticate is in the accusative

case, an example is shown in Table 2.24.
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2.4.1.3 \erb and three nouns

It only occurs in one construq:'bs? 3 oL zn wahwathaanna and its sisters. Both the
subject and the predicate gf> zn and its sisters are in an equational clause.

They areo.l'a znto guess or to think_..> hsbto consider,(}:— imto learn (about), j==>

g1 to make,_r syr to make. They usually come before the nominal sentencegesub
and a predicate’, an example is in Table 2.25. English carexmtess the semantic and

causative ‘make’ differences encoded within the Arabicepizs just mentioned.

Table 2.25: zanna and its sisté.p%.s? 3 oL zn wahwtha

Arabic il o3kl wAl ol zn ahmdalgyadh shit.
English Translation | Ahmad thinks leadership is easy.

2.4.1.4 \erb and four nouns

This clausal type is used in classical Arabic, but not in M8As mentioned here only
for the sake of completeness. It has one typgngiﬁ D) rkd aim wary informed and
showed. They are?)w‘ aiminformed, ¢ ,I -ary showed ;| -anba told. \5 nba told,
] ahbr told, A= hbr told. & > hdt talked. (é:—‘ alm when it has hamza above it
can has four nouns (ibn Abd Allah Ibn Malik 1984), such as ihlg&.26.

_Table 2.26: Informed and showed

Arabic 1 als L\j\; L,i— Colel aimiu mraan_haalidaan timy@an
English Translation | I'informed Omer that Khalid (is) a student.

2.4.2 The Verbal Sentence

The verbal sentence is the second type of sentence in Arloicntains a verb and one
or more participants depending on the verb transitivitye @iefault word order in Arabic

is to begin with a verb: verb(V), subject(S) and object(@klsas in Table 2.27

24




2.5. SUMMARY

Table 2.27: verb(V), subject(S) and object(O)
Arabic ol W o & Srb hald allbn

Gloss drank Khalid the-milk
English Translation | Khalid drank the milk.

Another possible word order is to start with the subject,$€0, such as in Table 2.28

Table 2.28: subject(S), verb(V) and object(O)
Arabic ol O & W hald Srballbn

Gloss Khalid drank the-milk
English Translation | Khalid drank the milk.

Another possible, but more restricted, word order is VO8hsas in Table 2.29

Table 2.29: verb(V), object(O) and subject(S)
Arabic A« & Srbh hald

Gloss drank it Khalid
English Translation | Khalid drank it

The OVS word order is perfectly acceptable in Classical Ardiot no longer occurs in

MSA (Attia 2008).

2.4.3 Clause

A clause in Arabic may be simple or complex. A complex clagdeimed by conjoining

two simple clauses by subordinating conjunction, such dslnte 2.30.

Table 2.30: Two simple clauses by subordinating conjunctio

Arabic | L., Jl caly ol Js odl We o & Srb hald allbn gbl an ychbilaalmdrsh

English | Khalid drank the milk before he went to school.

2.5 Summary

We have shown that Arabic is a language of increasing impoetan the modern world.

As a language it is fundamentally different from Europeamglsages and has many
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unique features. Considerations such as its derivationeadtsre, its distinction of gender
forms, and its numerous sentence orders present a chafteraggomatic machine trans-
lation. We discussed an inventory of the language includxamples. In order to deal
with these challenges it is important that a machine traoslanderstands the structure
of the source language. We aim to use this knowledge to tugldUniArab translator. In
order to provide a standards-based, cross-platform soluive will make use of XML

for data representation and build the system using Java.
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Role and Reference Grammar (RRG)

This chapter is based largely on material taken from (Vam\é&id LaPolla 1997), which
explains the theory behind Role and Reference Grammar. &ald&keference Grammar
(RRG) is a model of grammar developed by William Foley and&bkan Valin, Jr. in
the 1980s, which incorporates many of the points of view ofent functional grammar
theories. We have chosen RRG because it has been shown tadd@dland universal
in the creation of parsers for English (Van Valin and LaPai#®7). We wish to apply
this success to MT in order to discover its importance andahstate its viability with

accuracy of translation.

In RRG, the description of a sentence in a particular languagormulated in terms

of its logical structure and communicative functions, ahd grammatical procedures
that are available in the language for the expression okthesanings. The main fea-
tures of RRG are the use of lexical decomposition, based ppedlicate semantics, an

analysis of clause structure and the use of a set of thenu#is organized into a hier-
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archy in which the highest-ranking roles are ‘Actor’ (foetmost active participant) and
‘Undergoer’ (Van Valin 1993). RRG takes language to be aesysdf communicative
social action, and accordingly, analysing the communiedfiinctions of grammatical
structures plays a vital role in grammatical descriptiod #reory from this perspective.
Role and Reference Grammar posits algorithms to go fromagytot semantics and se-
mantics to syntax. The main contribution is the use of pgreamplates and the notion
of the core. A core consists of a predicate (generally a \emd)(normally) a number of
arguments. It must have a predicate. Everything else i$ émdlnd one or more cores.
Simple sentences contain a single core; complex sentenc¢asic several cores. The
fact that RRG focuses on cores, means that the semantickiively easy to extract
from a parse tree. You just have to look for the (PRED), and@\Branches of the core
to obtain the predicate (PRED) and the arguments (ARG). Wihavtat to whom wiill
depend either on the ordering of the ARG branches (in the @BBeglish), or on their

cases, or both.

3.1 Role and Reference Grammar linguistic model

Role and Reference Grammar is a model which presupposesda diapping between

the semantic representation of a sentence and its syntaptiesentation; there are no
intermediate levels of representation (Van Valin 2007).e Qeneral view of RRG is

presented in Figure 3.1.

RRG creates a relationship between syntax and semanticsaanaccount for how se-

mantic representations are mapped into syntactic repiasams. RRG also accounts
for the very different process of mapping syntactic repnes@ns to semantic repre-
sentations. Before developing the linking algorithms thatern these mappings, it is
necessary to first introduce a general principle constrgithese algorithms (Van Valin

and LaPolla 1997). Of the two directions, syntactic repnést@n to semantic represen-
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Syntactic Representation

1

Linking
Algorithm

v

Semantic Representation
Figure 3.1: Layout of Role and Reference Grammar

tation is the more difficult since it involves interpretingetmorphosyntactic form of a
sentence and inferring the semantic functions of the seatéom it. Accordingly, the
linking rules must refer to the morphosyntactic featureshef sentence. The question
remains why a grammar should deal with linking from syntaggmantics at all. Simply
specifying the possible realizations of a particular seimaapresentation should suffice.
They refute this using the argument that theories of lingusdructure should be directly
relatable to testable theories of language production antpeehension (Van Valin and
LaPolla 1997). One of our hypotheses it that RRG is very blgtior machine translation
of Arabic via an interlingua bridge. It is a mono strata-thyepositing only one level of
syntactic representation, the actual form of the sentéffoe RRG Linking algorithm can
work in the both directions from syntactic representatiorse¢mantic representation or
vice versa. UniArab will fulfil this role. In RRG, semanticammposition of predicates
and their semantic argument structures are representediaallstructures. The lexicon
in RRG takes the position that lexical entries for verbs sthoantain unique information
only, with as much information as possible derived from gahlexical rules. We briefly
illustrate the active voice linking in (3.1) where (3.1a)yisubject, verb, object (SVO)

clause and (3.1b) is the verb, subject, object (VSO) egemtal
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(3.1)
a. s 6‘) A zydraymr  Zaid saw Omar
A 5 zyd MsgNOM see.pasts mr - MsgNOM
b. & & dL raazydmr Saw Zaid Omar

see.pasty ; zyd MsgNOM & mr MsgNOM

Arabic allows variation in clause word order. The activeeeolinkings, those in the

sentence in (3.1a)-(3.1b), are illustrated in figure 3.2.

SENTENCE SENTENCE
CLAUSE CLAUSE
CORE CORE
NP PRED NP NP NP PRED
o sh N > s
ACTOR Undergoer ACTOR Undergoer
LS: see'(Zaid-ACV,0Omar) LS: see'(Zaid-ACV,Omar)

Figure 3.2: Arabic sentence types; verb subject object bjestiverb object (for gloss
please see example 3.1)

The first (leftmost) argument osée in the logical structure is the actor, the second the
undergoer, following the RRG Actor-Undergoer Hierarchinc® Arabic is an accusative
language anq;b r-aa ‘seéeis aregular verb, the actor will receive nominative case an
the undergoer accusative case. On the other hand, in Arabicaw start the sentence
with verb first as shown in the example in (3.1b). The only ¢eanin the clause are the

form of the verb and the form of the actor NP; the arrangemetiteoarguments has not

changed in the logical structure.
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3.2 Formal representation of layered structure of the clause

Having introduced the fundamental units of clause strectwe need to have an explicit
representation of them. We will present the non-univeesatifres of the layered structure

of the clause (LSC).

3.2.1 Representing the universal aspects of the layered atture of the clause

SENTENCE

CLAUSE

CORE  €———— PERIPHERY

l

ARG ARG NUCLEUS

PRED

XP XP  X(P) XP/ADV
Figure 3.3: Formal representation of the layered struattithe clause

To represent the nucleus, core, periphery and clause, weseila type of tree diagram
which differs substantially from the constituent-struettrees discussed earlier. The ab-
stract schema of the layered structure of the clause canppesented as in Figure 3.3.
The clause consists of the core with its arguments, and beentcleus, which subsumes
the predicate. At the very bottom are the actual syntactegoaies which realize these
units. Notice that there is no VP in the tree, for it is not acapt that plays a direct role
in this conception of clause structure. The periphery isaggnted on the margin, and
the arrow there indicates that it is an adjunct; that is, @noptional modifier of the core

(Van Valin and LaPolla 1997).
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Constituent structure representations of sentencesermited-order and head-marking
languages are unrevealing, because they fail to captureisvb@mmon to clauses in the
different language types. The layered approach to clausetste does not suffer form
the same shortcomings. For a language like Arabic, the ilnkénlg the head nouns with

their determiners will be discussed in the section on nouagghstructure 3.3 below.

3.2.2 Layered structure of the clause (LSC)

In the simplex English sentencdames ate the sandwich in the clat@mes ate the sand-
wich is the core (withatethe nucleus andamesandthe sandwictihe core arguments);
andin the clasdgs in the periphery. The first division in the clause is betwaeore and
a periphery, and within the core a distinction is made betwee nucleus (containing
the predicating element, normally a verb) and its core aepuis(NPs and PPs which are
arguments of the predicate in the nucleus). Core argumeathase arguments which
are part of the semantic representation of the verb (Vam\&id LaPolla 1997). The

relationships between the semantic and syntacts unitsiarmarized in Table 3.1

Table 3.1: Relationships between the semantic and syotaitis

Semantic element (s) Syntactic unit

Predicate Nucleus

Argument in semantic representation of predicatéore argument

Non arguments Periphery

Predicate + arguments Core

Predicate + arguments + Non- arguments Clause (= core + periphery)

3.2.3 Non-universal aspects of the layered structure of thelause

An initial phrase cannot be in the precore slot, because ibex WH-word (for example,
for English who, where, what etc.) in the precore slot in tstence; hence the position

of the initial phrase is distinct from the precore slot. Tpassition, which will be termed
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the left-detached position, is outside of the clause butiwithe sentence. An example

from English with all of these elements is given in Figure. 3.4

Sentence
LDP CLAUSE
PrCs CORE €«——— PERIPHERY

ARG NUC ARG

NP PRED PP

ADV PP

=
)

Yesterday, what did Khalid show toJames in the class?

Figure 3.4: English Sentence with precore slot and lefacietd position

The operator projection in Figure 3.5 may be combined witlatwte will call the ‘con-
stituent projection’ in Figure3.8 to yield a more completetgre of the clause, as in
Figure 3.6; the periphery is omitted, since it can occur imaber of different positions.
What we have here is two projections of the clause, one ofwtamtains the predicate
and its arguments (the constituent projection), while tieiocontains the operators (the
operator projection) (Van Valin and LaPolla 1997).

They are both linked through the predicate, which may be b,WeP, AdjP or PP, be-
cause it is the one crucial element common to both. The apgpadjection mirrors the
constituent projection in terms of layering; hence ‘nuslein the operator projection
corresponds to ‘nucleus’ in the constituent projectiord aa on. The multiple nucleus,
core and clause nodes represent each of the individualtopei that level; the num-
ber of multiple nodes corresponds to the number of operatdisat level present in the
sentence. If there are no operators at a given level, a bate wdl be given. As the

‘bare skeleton’ of the layered structure of the clause orrigiiet makes clear, the two
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\

l

NUCLEUS <«&—— Aspect

l

NUCLEUS <&—— Negation

l

NUCLEUS/CORE <« Directionals

CORE <—— Modality

CORE <€— Negation (internal)

l

CLAUSE &— Status

l

CLAUSE &— Tense

l

CLAUSE  &— Evidentials

l

CLAUSE < |llocutionary force

l

SENTENCE

Figure 3.5: Operator projection in LSC

projections are indeed mirror images of each other, anduitlisecome particularly im-
portant in representing the structure of complex senten&ernore complete picture of
the clause in Arabic, is given in Figure 3.7. Please notettlt@asentences in Figure 3.7
should be read from right to left.

One of the major motivations for this scheme is that opesatintually always occur
in the same linear sequence with respect to the predicalemgemt. When an ordering
relationship can be established among operators, theylaegsordered in the same
way cross-linguistically, such that their linear order eets their scope. This is a very
significant point. Operators are ordered with respect th edlcer in terms of the scope

principle discussed earlier, with the verb or other pretiigaelement in the nucleus

34




3.2. FORMAL REPRESENTATION OF LAYERED STRUCTURE OF THE CLAUSE

SENTENCE SENTENCE
/CLALSE CLAUSE
(P /l\ (RDP) I
(PrCs) CO‘RE (PoCS) oke
(ARG) (ARG) NUCLEUS |
| NUCLEUS
PRED |
PRED
xP XP xP XxP X(P) XP XP X(P)
| Aspect
NUCLEUS <«—— Aspect NUCLEUS <«——|Negation

l Directionals

NUCLEUS <&—— Negation

l Directionals

NUCILEUS/CORE<— Directionals CORE <—] Modality

Negation
CORE  <€«—— Modality
CORE <—— Negation (internal)
Status
l Tense
CLAUSE  &— Status CLAUSE «— Evidentials
I Illocutionary
force
CLAUSE &—— Tense

l SENTENCE
CLAUSE &—Evidentials

CLAUSE < lllocutionary force

SENTENCE
Figure 3.6: LSC with constituent and operator projections
as the anchorpoint, and thus the ordering restrictions emtbrphemes expressing the

operators are universal. For a technical discussion of genmg of the various operators

in the LSC (Van Valin and LaPolla 1997).
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SENTENCE

CLAUSE

Periphery ——— > CORE

(ARG) (ARG) NUCTEUS ARG
I PRED
ADV pp \p | !
%
o N S ol 0>
yesterday ~ to-Omar the-book show not Johm
v
NUCLEUS
CORE ---- Negation
CLAUSE
CLAUSE
SENTENCE

Figure 3.7: Arabic LSC

3.3 Noun phrase structure

Noun phrases refer, while clauses predicate, and yet thergtrging parallels between
the structure of the two which have long been noted. For el@nbpth can be said to
have arguments; while this is obvious in the case of verbsauses, it is also clear that
relational nouns like father, friend and sister can taketvaoald be analyzed as argu-
ments, e.gfather of Jameg James’s fathera friend of Khalid/ Khalid’s friendand the
other sister of SarahSarah’s other sisterClauses sometimes have clauses within them
as arguments, as itaid believed that pollution isn't a problerand the same is true of

NPs, e.g.Zaid’s belief that pollution isn’t a problemGiven these parallels, it would be
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appropriate to say that at least some nouns take argumaaitgyans to verbs taking ar-
guments, and therefore it is also appropriate to posit adalystructure for NPs (LSNP)
similar but not identical to that for clauses. Relating te tandamental functional dif-
ference between verbs and nouns, is that the nominal nublei@: dominates a REF
(for ‘reference’) node, indicating that the unit in questiefers, in contrast to the PRED
(for ‘predicate’) node which appears in the nucleus of as#aulhe word ‘of’ is non-
predicative in this construction, because it does not §eghe argument; moreover, it is
semantically empty, as it can occur with argument NPs hariagy different semantic
functions (Van Valin and LaPolla 1997). Consider the ranfggemantic functions which

the of-NPs have in the following examples.

(2.2)
a. the attack of the killer bees Agent
b. the gift of a new car Theme
c. the destruction of the city Patient
d. theleg of the table Possessor
e. theresupplying of the troops (with ammunition) Recipien

(Nunes 1993) shows that NPs have only a single direct cotgraggt, and it is marked
by of. This is consistent with the point made above thfatloes not mark any particular
semantic relation, in much the same way that the direct gratincad functions, subject
and direct object, are not restricted to particular sergdatictions. Accordingly, the of-
marked NP counts as the single direct syntactic argumetmeofidminal nucleus in the
core of the NP. Predicative adpositions, by contrast, haledefined semantic content,

like other predicates.
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An important feature of the layered structure of the clagsthe differential treatment
given to operators like tense, aspect and illocutionargdpand the same contrast is a
vital part of the layered structure of the noun phrase. NRaipes include determin-
ers (articles, demonstratives, deictics), quantifiergatien and adjectival and nominal

modifiers (Van Valin and LaPolla 1997).

3.3.1 NP headed

Pronouns can be classified into a number of subtypes: péns@meouns, including pos-
sessive pronouns (PRO), e.g. | liked her book; relative guos (PROreL), e.g. the
book which | bought; demonstrative pronouns (Pf6), e.g. That pleased Man\WH-
pronouns (PRQ), e.g. who did Fred see?and expletive pronouns (PR&r), e.g. it

rained.

3.4 Lexical representations for verbs

These distinctions among the four basic Aktionsart typeg bwarepresented formally
as in Table 3.2. The term Aktionsart refers to the means optudag the distinctions
between basic states of affairs, or events, of individuabse These representations
are called logical structures. Following the conventiohfoamal semantics, constants
(which are normally predicates) are presented in boldfallevied by a prime, whereas
variable elements are presented in normal typeface. Theeelis in boldface and prime
are part of the vocabulary of the semantic metalanguageingbd decomposition; they

are not words from any particular human language.

Table 3.2: Lexical representations for the basic Aktionslasses

Verb class Logical structure
State predicate’ (x) or (X, Y)
Activity do’ (x, [ predicate(x) or (x, Y)])

Achievement INGR predicate’ (x) or (X, Y)
Accomplishmenf BECOME predicate’ (x) or (X, Y)
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3.4. LEXICAL REPRESENTATIONS FOR VERBS

Hence the same representations are used for all languabese(appropriate), e.g. the
logical structure for Arabic and English ‘die’ (intransil) would beBECOVE dead’ ( x) .
The elements in all capitals, INGR and BECOME, are modifiéthe predicate in the
logical structure; their function will be explained belowhe variables are filled by lexi-
cal items from the language being analysed; for exampleztigdish sentenc&he dog
died would have the logical structulBECOVE dead’ (dog), while the correspond-
ing Arabic sentencesle _&J! alklb mat . “The dog died” would have the logical
structureBECOVE dead’ (;_,\KH) (alklb) should be this sentence start with the verb
K ol matalklb. States are represented as simple predicateyeaken’ (x),
be-at’ (x,y),andsee’ (X, y). Thereis no special formal indicator that a predicate
is stative.

The logical structurepe’ (x, [ pred’] ) is for identificational constructions, e.g.
Omar is a studentand attributive constructions, such Hse watch is brokenequire a
different logical structure. In this logical structure th&cond argument is the attribute or
identificational NP, e.gbe’ (Ayesha, [tall’]),be’ (Omar,[student’]).
The primary criteria for distinguishing between attrilvetconstructions and result state
constructions is whether the attribute is inherent, eGpal is black( be’ (coal,

[ bl ack’])), or whether it is the result of some kind of process, &.ge fire black-

ened thewood... BECOVE bl ack’ (wood)) (Van Valin and LaPolla 1997).

3.4.1 Agents, effectors, instruments and forces

In ‘Zaid is cutting the bread with a knife’, an EFFECTOR, tga@ily human, manipulates
a knife and brings it into contact with the bread, whereuganinteraction of the knife
with the bread brings about the result that the bread becoute$his may be represented

as in (3.3). (The main CLAUSE in the logical structure isidiled.)
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(3.3)
[do’(Zaid, [usé(Zaid, knife)])] CAUSE
[[do’(knife, [cut'(knife, bread)])] CAUSE

[BECOME cut’(bread)]]

The causing event in (3.3) is complex, and the INSTRUMENTuargnt appears three
times in the logical structure: as the IMPLEMENT of use’ argdtiae EFFECTOR of
do’(x,[ cut’(x,y)]). Itis possible, if the first argument of the highekt’ were left unspec-
ified, to say The knife cut the bread, with the INSTRUMENT lenéfs actor.

3.4.2 change of state verb

A change of state verb may be punctual in one language angmoctual in another. A
good example of this cross-linguistic variation is Englidie’ and Arabic. Both have the
result that the subject is dead. Accordingly, it is possiblsay in English

He died quickly , He died slowly and He died suddenly. In Acalve can say as (3.4),
also, it is possible to say in Arabic Hence the logical sutetfor English and Arabic

‘die’ would be[ BECOME dead’ ( x) ], an accomplishment.
(3.4)
(@)l o ol mat srya
He died quickly.
(b) tey ol mat bbty
He died slowly.
(c) ol& &=L mat fgah

He died suddenly.
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3.5 Why we use RRG as the linguistic model

A reader might ask the question, why use Role and Referenami@ar as the basis of
our machine translator? More than one reason prompts usomsehRRG. The most
important one is that RRG is a new linguistic method and tier® research using the
Role and Reference Grammar linguistic model as a basis fehima translation until
now. We would like to discover this area using the RRG rulastanhniques.

What distinguishes the RRG conception is the convictiohghammatical structure can
only be understood with reference to its semantic and concative functions. Syntax
is not autonomous. In terms of the abstract paradigmaticsgnthgmatic relations that
define a structural system, RRG is concerned not only wittiogls of co-occurrence and
combination in strictly formal terms but also with semaraticl pragmatic co-occurrence
and combinatory relations. According to Van Valin and La&¢1997) RRG takes lan-
guage to be a system of communicative social action, andréiogdy, analysing the
communicative functions of grammatical structures playgal role in grammatical de-
scription and theory from this perspective language is tegysand grammar is a system
in the traditional structuralist sense.

We claim that RRG is very suitable for machine translatioAbic via an Interlingua
bridge implementation model. RRG is a mono strata-theargitimg only one level of
syntactic representation, the actual form of the sentendeita linking algorithm can
work in both directions from syntactic representation tmagtic representation, or vice
versa. In RRG, semantic decomposition of predicates andsimantic argument struc-
tures are represented as logical structures. The lexic®Ri@ takes the position that
lexical entries for verbs should contain unique informatanly, with as much infor-
mation as possible derived from general lexical rules. Tlnnfeatures of RRG are

the use of lexical decomposition, based upon predicate r#Braaan analysis of clause
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structure and the use of a set of thematic roles organizedaitierarchy in which the

highest-ranking roles are ‘Actor’ (for the most active papant) and ‘Undergoer’.

3.5.1 RRG representing the universal aspects of the layereddructure of the clause

A sentence in English is NP VP, but this is not valid in Arabéntences. There is no
copula(verb to be)in the Arabic language, this means some types of sentenceaini@
may not contain any verfnominal sentenceFor example_Jl- .= hald talb Khalid
(is) a student there is no ‘is’ in this sentence in Arabic. In RRG there is\Wi® in
sentence structure. The abstract schema of the RRG layteuetuse of the clause can
be represented as in figure3.8.

SENTENCE

CLAUSE

CORE  €——— PERIPHERY

l

ARG ARG NUCLEUS

PRED

XP XP  X(P) XP/ADV

Figure 3.8: The RRG representing the universal aspectseofatrered structure of the

clause (Van Valin and LaPolla 1997)

The clause consists of the core with its arguments, and beentcleus, which subsumes
the predicate. At the very bottom are the actual syntactegoaies which realize these
units. Notice that there is no VP in the tree, for it is not acapt that plays a direct role

in this conception of clause structure in RRG.
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3.5.2 The lexical representation of verbs and their argumets

The approach to the depiction of the lexical meaning of vevbgh we will adopt is
lexical decomposition, which involves paraphrasing venldigrms of primitive elements
in a well-defined semantic metalanguage. As a simple exaofplliee mechanism of
lexical decomposition, ‘kill’ can be paraphrased into stimrey like ‘cause to die’, and
then ‘die’ can be broken down intobecone dead’ , Thus the lexical representation
of ‘kill' would be something like x causes [y becone dead]’ (Van Valin and
LaPolla 1997). A system of lexical representation shouttlide a way of expressing the
fact that the subject of ‘die’ and the object of ‘kill’ are tsame argument semantically.
There are many verbs pairs like this, and in many cases thgaeship between them
is overt. Examples include ‘sink’, as in ‘the boat sank’ atite‘torpedo sank the boat’,
where boat is the subject of intransitive ‘sink’ and the abg# transitive ‘sink’ (Van Valin
and LaPolla 1997). Another example is the predicate ‘codiich can take three forms,
one adjectival and two verbal: ‘The soup is cool’, ‘the sosgaooling’ and ‘the wind
cooled the soup’. Thus, there seems to be a pattern of intikeengerbs whose subjects
are identical to the objects of their transitive counteiparThere are cases, however,
when the intransitive-transitive alternates do not haeesgime lexical form, as in ‘die’
and ‘kill', or ‘receive’ and ‘give’. An adequate theory of¥ieal representation should
be able to capture these relationships, and lexical decsitnpo provides a promising
method for doing it. There are many theories of lexical dgoosition, which differ
in terms of how fine-grained they are. It is necessary to firdripht level of detalil,
one which allows the expression of certain important gdizatsons but which also has
representations whose differences have morphosyntamtgequences. Thus, arriving
at a decompositional system is a compromise between theraksned semantics (make

all necessary distinctions relevant to meaning) and thésgrdax (make syntactically
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relevant distinctions that permit the expression of sigaift generalizations) (Van Valin

and LaPolla 1997).

3.6 Summary

RRG describes mainly a sentence of a specific language irs tgfrm

1) logical structure;

2) grammatical procedures.

We use RRG to model Arabic, because there are certain cases thle standard NP VP
categorisation does not apply due to the absence of a coptilarvthe language. Since
RRG does not structure sentences based around a VP, it issuibed to representing
such sentences.

The main features of RRG are the use of lexical decompositiased upon predicate
semantics. The RRG model creates a relationship betwedaxsgnd semantics and
can account for how semantic representations are mappesyintactic representations.
RRG also accounts for the very different process of mappintgstic representations to

semantic representations.

The division in the clause is between a core and a periphegyclduse consists of the
core with its arguments, and then the nucleus, which substineepredicate. The core
arguments are those which are part of the semantic repegsenof the verb. The pe-
riphery is represented on the margin, and the arrow theieates that it is an adjunct;

that is, it is an optional modifier of the core.

There are languages in which operators occur on both sidixe @iucleus; for example,
in Arabic, the imperfect tenngL.'a_U M‘ alfd almdar< marker is a prefix, while the
perfect tensed\'om J;..&J‘ alfd almady marker is a suffix (Ryding 2007). In such cases
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there will be more complex language-specific linear presedeules for operators.
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Machine translation strategies

In this chapter, we introduce background information abddathine Translation. We
discuss the computational techniques, basic strategigsiistic aspects and the gener-
ation problem. Much of the background information is sumseat from Hutchins and

Somers (1992).

Natural language processing (NLP) can be thought of as aetailafi artificial intelli-

gence. It refers to understanding and automatic generafioatural human languages.
Machine translation (MT) is a part of computational lingigs and refers to comput-
erised systems that can translate from one natural langoag®ther. Hence, MT uses
many ideas, methods and techniques from these relateddiedidsas also built up a body
of techniques which can, in turn, be applied in other areaofputer-based language

processing.
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Modularity has changed as MT systems have developed. Isfenasystems, lexical
and structural transfer were sometimes separated. In maagt dranslation systems,
analysis, transfer and generation are often mixed togetmemvere not clearly distinct.
As the area has matured, modularity has become an impodpatiaof MT systems,

allowing different aspects to be developed independently.

4.1 Advantages of machine translation

Some of the advantages of machine translations are as ®llow
e Machine translation is quicker than human translation.

e It ensures consistency. There is no concern that a transtagit take too much
creative license with a translation or forget how a parcword was translated in
earlier pages. MT will translate a particular word in the saray. However, the

downside is that will exhibit the same errors over and ovairag

e It gives a neutral approach to translation without intradgdias, which can happen

with human translators.

e Machine translation is considerably cheaper. It is a one twst; the cost of the

tool and its installation.

4.2 Computational techniques in MT

Computational processing allows for the analysis and @%ing of large amounts of
data. Before looking at the computational aspects of MT,mMmduce some basic con-
cepts. Machine translation can take advantage of one ofasie boncepts in computing.
Since data and programs are separate, it is possible todprlagram that functions with

different types of data. In the case of MT, this means thaatberithms for translation,
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and the data used for doing the actual translation can bdapemaseparately. In reality
this is a little simplistic, but there are certain examplédd systems that operate in a
similar manner for different sets of data like dictionaréasl grammar rules (Hutchins

and Somers 1992).

4.2.1 System design

As in standard software engineering, recent trends arerttsvaodular and incremental
system design. Whereas previously, systems would be budtmonolithic structure,
with some debugging access into the system, now we buil@s\stup in stages, com-
pletely defining and testing each stage, before incorpayatiinto the overall system.
This method has revolutionarised software engineeringeaathled much more effective

collaborative design, as well as the integration of otheppels work in any design.

4.2.2 Interactive systems

Interactivity is a key aspect of computer systems. MT systean take advantage of
interactivity to achieve higher quality results. It is pixs for an MT system to ask the
user to select from a set of possible solutions. It is als@iptesto extend the lexicon
through user input at the time of translation. The systemhirfigg unfamiliar words,

which the user can then categorise for inclusion in the taxidHowever, intereactivity

and relying on user input can have disadvantages. For exastpuld the user be relied
upon to be correct in his input? Is he fully aware of the lirsgjigiproperties of the words?
Furthermore, as more user input is required, the benefitsTobier human translation

become less significant.
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4.2.3 Lexical databases

A key component of any rule-based MT system is its lexicabueses; the information
associated with individual words. The field of computatidagicography is concerned
with creating and maintaining computerised dictionariés.practice, rule-based MT
systems can often have different dictionaries, some aoingthe core entries, and others
containing specialised vocabulary. An MT lexicon is diffiet from a standard dictionary,
and so is typically concentrated on some linguistically bgeneous set of words, e.g.
abstract nouns, intransitive verbs, or the terminology epecialist field. It is a good

investment to develop tools which aid lexicographers tcaexithe lexicon.

4.2.4 Tokens and tokenization

The term “token” refers to an abstraction for the smalledtinra text that is considered
when describing the syntax of a language. A process of takéinh can be used to split
the sentence into word tokens. Although the following exenig given as XML there
are many ways to represent tokenized input. The sentdaagent to the schootould
be tokenised as follows:

<sent ence>

<wor d>He</ wor d>
<wor d>went </ wor d>
<wor d>t o</ wor d>
<wor d>t he</ wor d>
<wor d>school </ wor d>

</ sent ence>
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4.2.5 Syntactic analysis (Parsing)

Syntactic analysis, or parsing, is a major component inelalsed MT system. It is the
process by which a sentence is dissected or analysed instittemt parts, to determine
grammatical structure. One of the key challenges in arglgsiealing with ambiguity.

One approach is what is called depth-first parsing, in whadihgossible solution is pur-
sued to its conclusion. Each time a solution is found to bengrthe system backtracks
and takes another route until it eventually finds the corcategorisation of a word. In
breadth-first parsing, alternatives are evaluated in lgdrahtil each alternative is found

to be wrong except the right one.

4.3 Basic machine translation strategies

Traditionally three different approaches to MT have beesduslirect translation, inter-
lingua translation and transfer based translation. A few approaches have also been

established. In this section we will discuss basic strategf MT systems.

4.3.1 Multilingual versus bilingual systems

Bilingual systems translate between a single pair of laggsa multilingual systems
translate between more than two languages. Bilingual syst@&re uni-directional or
bi-directional, they may be designed to translate from @mgliage to another in one
direction only, or they are able to translate from both memsloé a language pair. As a
further modification we may differentiate between revdesiblingual systems and non-
reversible systems. In a reversible bilingual system tloegss involved in the analysis
of a language can be inverted without change for the gewoerafi output in the same

language.
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4.3.2 Direct translation

Source
language
input

\

morphological
analysis

Y

bilingual
dictionary
look-up

Y

local
reordering

target
language
output

Figure 4.1: Direct MT system

Direct translation is the oldest approach to MT. The direxntslation strategy passes each
sentence text to be translated through a series of stant@ayekss If the MT system uses
direct translation, this usually means that there is noastitt analysis after the morpho-
logical analysis for the source language. The translasdmaesed on large dictionaries
and word-by-word translation with some simple grammatachlistments e.g. on word
order and morphology. A direct translation model is showRigure 4.1. This strategy

is no longer in significant use.
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4.3.3 Interlingua

The Interlingua approach is to develop a universal languageesentation for text. In
effect, in Interlingua there is no transfer map, and the MTdeidhus has phases: anal-
ysis and generation. In a standard multilingual system witkource languages and
target languages, the transfer approach will inval/& transfer maps; moreover, we
needX analysers and” generators. In the Interlingua approach, oilyparsers and”
generators are needed per language. Interlingua based Nohesvia an intermediary
(semantic) representation of the source language textlimjua is supposed to be a lan-
guage independent representation from which translatiane generated to different
target languages. Translation needs two phases: analysidtie source language to the
Interlingua (universal language) and generation from tiearsal language to the target

language. An Interlingua translation model with eight laages is shown in Figure 4.2.

Arabic
English Irish
German Spanish
French Mandarin Japanese

Figure 4.2: Interlingual model with eight languages pairs
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To apply our framework to other generation languages, wg oeéd to change the gen-
eration phases. The intermediate representation is indepé of the target language,
and this is the benefit of using an Interlingua approachesamalysis and generation are

separate tasks which are implemented independently.

4.3.4 Transfer systems

Transfer systems are a middle course between direct andingtea MT strategies.
Transfer systems divide translation into steps which bledifferentiate source lan-
guage and target language parts. In the transfer approashiththerefore no language-
independent representation: the source language inteataedpresentation is specific
to a particular language, as is the target language inteateaegpresentation. There is no
necessary equivalence between the source and target atiatarepresentations for the
same language. In the transfer strategy a source languaggnse is first parsed into an
internal representation. Thereafter a transfer is madethtlbxical and structural levels
into equivalent structures of the target language. In tird #tage a translation is gener-
ated. Whereas the Interlingua approach requires compstgution of all ambiguities
in the source language text so that translation into anyrdéimguage is possible, in the
transfer approach only those ambiguities inherent in thguage in question are tackled.
This approach is a development over direct translation kisdias lexically driven. The
level of transfer differs from system to system - the repné&g@n varies from only syn-
tactic deep structure to syntactic-semantic interprestré multilingual transfer model

with eight languages pairs is presented in Figure 4.3.

In comparison with the Interlingua system there are clesadirantages in the transfer
approach. The addition of a new language involves not ordyilo modules for analy-

sis and generation, but also the addition of new transferubesdthe number of which
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may vary according to the number of languages in the exisgysgem: in the case of
a two-language system, a third language would require feur tnansfer modules. The
addition of a fourth language would entail the developméisixonew transfer modules,

and so on as illustrated in Table 4.1.

English

Spanish

Mandarin

Figure 4.3: Multilinguality transfer model with eight langges pairs

Table 4.1: Modules required in an all-pairs multilingualrtsfer system
8

Number of languages| 2 n
Analysis models 213 |4 [5 |...]8 |n
Generation models 213 |4 |5 |..]8 |n
Transfer models 216 [12][20]..]156|n?—n
Total models 6[12[20[30]..172 n?2+n

The number of transfer modules in a multilingual transfestegn, for all combinations

of n languages, i®? — n. Also needed are analysis anch generation modules, which
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would also be needed for an interlingua system.

As shown in Figure 4.4, the direct method has no modules farcedanguage analysis
or target language generation. In the interlingua methedsthurce language is fully
analyzed into a language-independent representation\rioich the target language is
generated. The transfer strategy can be viewed as fallitgele® interlingua systems

and direct systems.

Interlingua

Transfer

Analysis
_—

Generation

Direct

Source Language Target Language

Figure 4.4: Difference between direct, transfer, and imgoa MT models, (Trujillo
1999)

Figure 4.4 shows language analysis up the left-hand sidetaaget-language generation
down the right. The peak of the pyramid represents the thieaténterlingua represen-
tation achieved by analysis and suitable for direct use Inegsion. However, the path
to that interlingua is long. By cutting off the monolinguadadysis at some point and
entering into a bilingual transfer phase, one can avoid iffiewties of a full analysis.
The diagram is also intended to suggest that the more thestartilysed, the simpler the
transfer will be, as depicted by the length of the line cgti@cross the pyramid. At the
very bottom, where there is smallest amount of analysis neadly all the work is done

in transfer, as was the case with the early direct metho@syst
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4.3.5 Statistical machine translation

The ideas behind statistical machine translation come omafarmation theory. Essen-
tially, the document is translated on the probability|a) that a stringe in the target
language (for example English) is the translation of a gtiim the source language (for
example Arabic). As translation systems are not able testthmative strings and their
translations, a document is typically translated sentéycgentence, but even this is not
enough. We assign to every pair of strings:) a numberP(e|a), which we interpret as
the probability that a translator, when presented wijtivill producea as its translation.
You could imagine another program that takes a sentencergpat and outputs every
conceivable string e along with it3(e|a). This program would take a long time to run,
even if you limit English translations to some arbitrarydédm They seek the English sen-
tencee that maximizes”(e|a) and minimizes time (Brown et al. 1993). To summarize,
we compute”(e|a) by summing the probabilities of all alignments. For eacratient,
we make two significant simplifying assumptions: Each Esiglivord is generated by
exactly one Arabic word; and the generation of each Englisttvis independent of the

generation of all other English words in the sentence. Thaddarly not true in theory.

4.4 Linguistic aspects of MT

In this section we will look more closely at the kinds of lingfic problems that MT has to
face and will discuss ways in which MT programs work arouresthproblems. We will
distinguish monolingual problems of morphology, lexical@guity, syntactic ambiguity,
pragmatic aspects from bilingual problems of languagerestit lexical mismatches,

structural divergence, typological differences.
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4.4.1 Non-Roman alphabet scripts

Since computer technology developed mostly in Englishemolanguages, particularly
those with non-Roman alphabet have historically been searspecial case and required
new code sets to define character representations. Fudhermot all languages with
alphabetic scripts are written left-to-right, e.g. Arahied Hebrew, so any input/output
devices making this assumption will be useless for suchlaggs. Before Unicode was
standardised, there were different encoding systems $igraag this problem. Unicode
provides a unique code for every character, no matter wiegildtform, the program and
the language are. Appendix A provides the correspondingadia for each Arabic letter

and describes the letters with their corresponding wristeapes.

4.4.2 Lexical ambiguity

Category ambiguities or homographs are examples of legicddiguities which arise
when there are potentially two or more ways in which a word lsaranalysed. More
complex are lexical ambiguities, where one word can be pné¢ed in more than one
way. Lexical ambiguities are of three basic types: categampiguities, homographs and

transfer (or translational) ambiguities.

4.4.2.1 Category ambiguity

The simplest type of lexical ambiguity is that of categorybaguity: a given word could
be assigned to more than one grammatical or syntactic atég@. noun, verb or
adjective) according to the context. There are several plesof this in Englishiight
can be a noun, verb or adjective, alsontrol can be a noun or verb. In Arabic there
are some words that can be in more than one category, for éa%@ {a could be a

preposition with meaning of “on”, or a verb with meaning o&ise”.
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4.4.2.2 Homograph

The second type of lexical ambiguity occurs when a word came h&o or more differ-
ent meanings. Linguists distinguish between homograpdmeophones and polysemes.
Homographs are two (or more) ‘words’ with quite differentanexgs which have the
same spelling: exampléght (not dark or not heavy). Many Arabic words can have two
or more overlapping meanings examplggis] 44an could be announcement, adver-
tisement, declaration or sign. Alsgff mrkzcould be centre, position, rank or status.
Moreover,c'éj,o mw¢ could be position, rank, site or status. The direct apprdesh
particular problems with homographs; the usual method slveng homograph ambi-

guities is to look at the closest words for clues.

4.4.3 Syntactic ambiguity

Syntactic ambiguity arises when there is more than one wayalysing the underlying
structure of a sentence according to the grammar used irysiens. Examplel, know a
man with a dog who has fleas ambiguous. It could be the man or the dog who has fleas.
It is the syntax not the meaning of the words which is uncl&ae classical example is
He saw the girl with the telescopEor the purposes of this discussion, we represent these
examples in the notation of a context-tree grammar rattaer ith RRG notation.

The two trees in Figure 4.5 and Figure 4.6 represent the tffereint analyses in the
sense of recording two different ‘parse histories’. In lirgdic terms, they correspond to
the two readings of the sentence: one in which the PP is panedfP (i.e. the girl has
the telescope), and the other where the PP is the same letred agbject (i.e. the man
has the telescope). For convenience, a bracketed notatidrees is sometimes used:
the equivalents for the trees in Figure 4.5 and Figure 4.&laogvn in (4.1a) and (4.1b)

respectively.

58




4.4. LINGUISTIC ASPECTS OF MT

Sentence
NP VP
pron v NP
det n PP
prep NP
PN
det n

he saw the girl

with the telescope

Figure 4.5: NP rule (NP> det n pp)

Sentence

T~

NP /vp\ PP
pron v NP prep NP
det N det n
he saw the girl with the telescope

Figure 4.6: PP is attached at a higher level
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(4.1a)

S(NP(pron(he)), VP( v(saw), NP(det(the), N(girl),
PP(prep(w th), NP(det (the),n(tel escope))))))

(4.1b)

S(NP(pron(he)), VP(v(saw), NP(det(the),n(girl)),
PP(prep(w th), NP(det (the),n(tel escope)))))

The tree structures required may of course be much more exmpdt only in the sense
of having more levels, or more branches at any given levelalso in that the labelling

of the nodes (i.e. the ends of the branches) may be more iaforen

4.4.4 Structural differences

Many relatively trivial syntactic differences betweendamages are well known, e.g. in
Arabic most adjectives follow nouns but in English adjeesiwormally precede the nouns
they qualify. Also, Arabic sentences have more than onetsiral type. The sentence
which contains a verb, will have order of the form verb(V)bgct(S) and object(O) or
verb(V), object(O) and subject(S). The only combinatidra tlo not occur in Arabic are
OSV and SOV (Attia 2004).

4.5 Challenges of Arabic to English MT

Arabic words can often be ambiguous due to the three-lattd@rsystem. These conso-
nant roots interlock with patterns of vowels or consonamtsards or word stems. This
root system allows the language to evolve to cover a widegafigneanings. In some
derivations one or more of the root letters is dropped, tegpin possible ambiguity.

Examples of derived words from a three-letter-root are shmwliable 4.2.
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Table 4.2: Derived words from a three-letter-root in Arabic
Arqblc Example POS
.S kataba he wrote verb
S8 kataba he corresponded | verb
._,:f kutiba it was written verb
S ktiab book noun
._,:)f kutub books noun
8 katib writer; (adj) writing | noun
UC:( kutab writers noun
._,\&A maktab | desk; office noun
s malatib | desks; offices noun
u&a maktabah| library noun

A root is defined in (Ryding 2007) as “a relatively invarialiscontinuous bound mor-
pheme, represented by two to five phonemes, typically tholesanants in a certain order,
which interlocks with a pattern to form a stem and which hast meaning.”

There are also two and four letter roots. They are discoatisbecause the root letters
can be interspersed with other letters in a pattern. Howéwverorder of the root letters
must be the same.

A pattern is defined in (Ryding 2007) as “a bound and in mangsdgcontinuous mor-
pheme consisting of one or more vowels and slots for root eim&s (radicals), which
either alone or in combination with one to three derivatlaaféixes, interlocks with a
root to form a stem, and which generally has grammatical mean

Patterns signify grammatical or language-internal infation, distinguishing word types
and classes. These patterns can differentiate betweers neems and adjectives, but
also give more detailed information about sublasses otthategories. There are fewer
patterns than roots.

Arabic has a large set of morphological features (Al-Suggraand Al-Kharashi 2004).
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These features are in the form of prefixes, suffixes and afs@gthat can completely
change the meaning of the word. Also, in Arabic there are saorels that hold the
meaning of a full sentence for examplé,.i. snsafr , would translate toWe will
travel. in English. This means any MT system should apply thorougtyars in order
to obtain the root or to deduce that in one word there is in dafttll sentence. Arabic
has a relatively free word order, this poses a significaniege to MT due to the vast

possibilities to express the same sentence in Arabic.

4.6 Generation

In this section we discuss the generation of target langteds.

4.6.1 Generation in direct systems

In direct systems in Figure 4.7, generation is based as maigossible on source lan-
guage structures: nothing is changed more than strictlglete®or the creation of a suit-

able target language word order.
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Source
language
input

A

morphological
analysis

Y

bilingua
dictionary
look-up

A

loca
reordering

target
language
output

Figure 4.7: Direct MT system

4.6.2 Generation in transfer-based systems

In a transfer system, the generation phase is generallgativinto two parts, syntac-
tic generation and morphological generation. Syntactiwegation involves creating a
deep-tree structure from the output of the analysis, whsctinén re-ordered by trans-
formational rules. The final tree is labelled with the graniosd functions and features
of the target language. This re-ordered surface structamenow be processed by the

morphological generator, which creates labelled lexiteahs which can be easily turned

into target sentences.
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4.6.3 Generation in interlingua systems

The steps for generating texts in interlingua-based systemsimilar to those described
for transfer-based systems. Generation includes phassstdctic and morphological
generation. The main difference is that the start point tsandeep-structure syntactic
representation, but an interlingua representation, friglizased on predicate-argument
structures. The syntactic structure must first be genefetadthe interlingual represen-
tation by a phase often known as semantic generation. Theegsanay be described

using example in Figure 4.8. The structure to be generatgubian in Figure 4.9.

Tense= imperfect
Verb = Lex item= love
g=m
Subj = Qays N= sing
P=3
g=f
Comp = Laila N= sing
P=3

Figure 4.8: Semantic generation
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4.7. SUMMARY

SENTENCE

tns = imperfect

A

NP VP
fun=subj N
num= sg \ NP
sex=m fun=head fun=obj
sex =M num= sg
sex=f
Qays Loves Laila

Figure 4.9: Structure to be generated

4.7 Summary

In the stages of analysis and generation, most MT systentaio@eparated components
dealing with different levels of linguistic description: amphology, syntax, semantics.
Hence, analysis may be divided into morphological analysiatactic analysis and se-
mantic analysis (Hutchins and Somers 1992).

For the purposes of this study, our proposed solution to abi&fEnglish translator will
be based upon the interlingua model of machine translat#igabic is unique in many
ways but is not immune to the standard challenges faced bgr ¢dihguages such as
multiple meanings of words, non-verbalisation and insigfitlexicons.

An Interlingua model that incorporates source languagéyaisathereby creating a so
called universal logical structure, will facilitate mydte language generation in a more

flexible way. An Interlingua model is presented in Figure04.1
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Arabic Language

A

Universal logical
structure of Arabic

e N,

English x1 x2 XN
Language Language Language Language

Figure 4.10: Interlingua model of Arabic MT

For the elements &fubjec(S), verl(V) andobjec{O), Arabic’s relatively free word order
allows the combinations of SVO, VSO and VOS. The only comtiams that do not
occur in Arabic are OSV and SOV. Arabic’s flexible word ordediscussed later in this
research. Our research develops a rule-based and |lexaoadvork for the processing of
Arabic using the Role and Reference Grammar (RRG) lingumstidel. The framework
is to be evaluated using a machine translation system thaslates an Arabic text as

source language into an English text as target language.
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Design of Arabic to English machine translation

system based on RRG

The UniArab system is a natural language processing apiplichased on Role and
Reference Grammar (RRG) for translating the Arabic languatp any other language,
using an interlingua bridge. An interlingua based MT apphoto translation is done
via an intermediate semantic representation of the soangrbge (Hutchins 2003). The
conceptual architecture of the UniArab system is shown gufé 5.1. To apply it to
any other language, we need only change phases 9, 10, 11 arfddie 5.1 will be

discussed in more detail in Chapter 6.
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5.1. UNIARAB: INTERLINGUA-BASED SYSTEM

(1) Arabic
Language —>
Sentences/ text

(2) Sentence
Tokenizer

(3) Word
Tokenizer

AN
A

(4) Lexicon

\Agreement,
1 Features
: XML Datasource

6) Syntactic 5) Morphol /
(6) Sy ¢ (5) Morphology

Parser Parser ~_

(7) Syntactic to semantic
linking algorithms in RRG

(8) Logical Structures:
a. <TNS: past<NEG: not [do” (X, [PRED" (x,y)])]>>
b. N [3sg,f]

(9) Semantic to syntactic
linking algorithms in RRG

(10) Syntax (11) Generate English (12) English Sentence

Generation } Morphology i Generation

Figure 5.1: The conceptual architecture of the UniArabesyst

5.1 UniArab: Interlingua-based system

In interlingua MT systems, the result of source languagdyarsis a language indepen-
dent representation of the text which is the basis for theggion of the target language
text. The advantages of using interlingua for multilingegstems have already have
been mentioned in Chapter 4. The challenges start with sisaynd generation, they
have to be strictly separated; it is not desirable to leawutbnalysis towards a par-
ticular target language and it is not possible, during gatinam, to refer to the original
source language text. Using an RRG based interlingua bedeggtes strong analysis
methods that incorporate all attributes of a sentence analdtds including the logical
structure of its verbs. This technique could be very amerimhinterlingua. The interlin-

gua representation must include all the information thatmassibly be required during
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5.2. DESIGNING AN XML LEXICON ARCHITECTURE FOR ARABIC MT BASED ON RRG

the generation of any target language text or rather momeciy: any target language
included in the system from the outset or planned for theréutun effect, this high
degree of language-independence and objectivity meahstedinguas must strive to-
wards universality in lexicon and structure: one might adtrgay, towards representing
the meaning of the text. Most interlingua-based systemsamesentations. The Chom-
skyan theory of deep structures was thought to be attradiivieit is now agreed they
are not sufficiently abstract, being too oriented towardssirface features of individ-
ual languages. The implications of neutral structural @spntations can be illustrated
by allowing for differences of word order between languagesl their significance. In
English, word order is the primary means of distinguishingngmatical functions like
subject and object. The Arabic language has a relativeg/irerd order. The implica-
tion for an interlingua is that it is not enough to designatedvorder on its own: the
interlingua must represent the significance in terms of gnatical function (syntactic
relations), text function, determination, case role or i&her else the interpretation of
the word-order dictates. Structural differences can beeckin transfer-based systems
by structural transfer rules. But in interlingua-basedays the representation must be

language-neutral.

5.2 Designing an XML lexicon architecture for Arabic MT based

on RRG

The lexicon in RRG takes the position that lexical entries/&rbs should contain unique
information only, with as much information as possible ded from general lexical
rules. The lexicon is designed to reflect the word categamiéise Arabic language with
as much information as possible derived from general Iéxidas. The lexicon stores

the Arabic words in categories, each category is stored iXMh format datasource
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file. In order to be able to analyses Arabic by computer we risstextract the lexical
properties of the Arabic words. The UniArab system usesdkiedn to construct a logi-
cal structure for Arabic input sentences, also represent¥L, which is then used for
generating the target language translation. We show thetate of the UniArab lexicon,
discuss how it is used in the system, and show the user ingetsed for adding to the

lexicon. The lexicon is built from individual words at prese

5.2.1 An XML-based lexicon

In order to build this system and represent the data soueesise the XML language
and Java. The most recent recommendation of the XML langhagébeen presented
by Bray et al. (2008). XML has become the default standardifda exchange among
heterogeneous data sources (Arciniegas 2000). The Unigysiiem allows data to be
stored in XML format. This data can then be queried, expoated serialized into any

format the developer wishes.

We choose to create our data source as XML, for optimum sumpadifferent plat-
forms. It was also easier as we used Arabic letters not Ueitaside the data source,

XML fully supported Arabic. We created our search engin@gsiava.

5.2.2 Lexical representation in UniArab

Lexical frames represent the language-dependent lexM@nuse an XML data source
to represent the UniArab lexicon. The lexicon creates gosto corresponding con-
ceptual frames or attributes of each word. These frameshalge relations which link
them to verb class frames, which are organized hierardhiaatording to the particular

language.
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In Phase 3 in Figure 5.1, the UniArab system tokenizes aseaiato words, then sends
each word to the search engine within the Lexicon to queryc#tegory of each word

and all attributes for that word. The Lexicon returns theegponding category and its
attributes as detailed below. The Morphology Parser, Phaseceives the word meta-
data and ensures that the properties of the words are camisisthe verb attributes in
particular, are of great importance in correctly extragtsentence logical structure fur-
ther down the processing chain, helping to answer the bagistopn ‘Who does what?’

In free word order sentences, for exampigg g £ yhb qys lyh, ‘Qays loves

Laila’ multiple orders are possible including verb-sulbjebject, verb-object-subject or
subject-verb-object. The attributes of the verb agree thitlgender of the subject. Given
the masculine gender of the verb in this case, the SyntaatgePwill look for a mascu-

line proper noun to make the actor for this sentence. If tieen@ore than one masculine
proper noun in such a case, then Modern Standard Arabic defiedfirst proper noun
as the actor. The Morphology Parser will be extended so tlecani deal with words that
are defined in multiple categories, deciding which shoulgtoeessed. Meanwhile the
Syntactic Parser, so far, has only been implemented foaetxtig word order, though it

will be extended to deal with word ambiguities in future vens.

5.2.3 Lexical properties

Figure 5.2 shows the structure of the Lexicon including thapprties stored for each
word category. For all categories, an Arabic word is stoted@with its English repre-
sentation. Since word ambiguity has not been dealt withistifare is a one to one map-
ping for the simple sentences which UniArab processes upwo klowever, word am-
biguity is supported in the structure, with each possibkecdored as a separate record.

All search results will be passed to the Morphology Parseletode which is taken.
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Arabic
English
Logical structure
Verb Tense
Gender
Person
Number
Arabic
English
Common Noun Definiteness
Gender
Number
Arabic
English
Proper Noun —— Gender
Number
Arabic
Parts ] ] English
of Adjective Definiteness
Gender
SpeeCh Number
Arabic
English
Demonstrative Demonstrative type
Gender
Number
Arabic
Adverb —— English
Adverb Type
Arabic
English
Logical structure
Part of speech
Other Arabic word —— Tense
Gender
Person
Number
definition

Figure 5.2: Information recorded in the UniArab lexicon
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Since the verb is the key component when analysing using RBRGy verb has an asso-
ciated logical structure, which is later used to determireelogical structure of the full
sentence. The tense of the verb is also stored within itsdattalong with the person.
The verb type also stores the gender, which in Arabic musttbheremasculine or femi-
nine; there is no neutral gender. The number property ini@c#n be singular, dual or
plural. These properties help the Syntactic Parser an#hgssentence, since there must

be agreement with the subject and verb, among other rules.

Although we adhere to the Interlingua approach, we do notadwitgh the translation

of lexical items. In an ideal Interlingua system lexicalresg should be broken down
into sets of semantic features. For example the word “mabfaken down into +human
+male +adult. While this works in theory, in practice we cainfind enough seman-

tic features to describe every entity in the world. For exenipow”, “computer” and
“chair” cannot be described using these sets of semanttarBsaunless we invent a
unique semantic feature for every object and this is praltyianpossible, and of course,

beyond the scope of this thises.

Table 5.}: Verb 1

Arabic verb |3 gra

English translation] read
Logical structure | [do’(x,[read’(X,(Y)])]

Tense past
Gender m
Person 3rd
Number singular

In Tables 5.1, 5.2, we show two examples of records for vembihé Lexicon. The
absence of: t‘t’ suffix signifies m: gender. The English translation of skeeverbs are
‘read’ and ‘wrote’.

An example of the XML record for a verb in the Lexicon is shoverd
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Table 5.2: Verb 2

Arabic verb

oS ktbt

English translation

wrote

Logical structure

[do(x,[write'(x, (Y)])]

Tense

past

Gender f
Person 3rd
Number singular

£

<3
EnglishTranslate="read”
LogicalStructures=<TNS:PAST[do’(x,[read’(x,y]) "
NumberVerb="sg”
P.O.S="Verb”
genderVerb="M"
personVerb="3rd”

tenseVerb="PAST"

/>

5.3 Design of test strategy

We will create variants of Arabic sentences that represépbasible structures of sen-
tences that UniArab can translate. We will evaluate thelrefuhe system output by
comparing between human-translated and machine-tragslatsions. In Tables 5.3 to
5.9 we represent some examples of sentences that are ussd tioet UniArab system.
For actual test examples see Appendix C.

Verb-Subject one argument in deferent tenses:

In Table 5.3, Verb-Subject Agreement with two argumentsesases, are sentences where
UniArab should select the correct form of the verb. In paitic the verb must agree with

the subject.
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Table 5.3: Test strategy: verb-subject agreement

Arabic human-translated UniArab | other
k! & O L ySrbmralhlyb | Omar is drinking the milk,| ? ?
| & O & Srbmralhlyb Omar drank the milk. ? ?
<5 4 L mark gra alktab Mark read the book. ? ?
oWl &,k o 4w sySrb nark allbn | Mark will drink the milk | 2 ?

Demonstrative Adjective-Noun:
The system should place the Demonstrative Adjective-Nogreément that agrees in

number and gender. The test sentences are shown in Table 5.4.

Table 5.4: Test strategy: demonstrative adjective-noueeagent

Arabic human-translated | UniArab | best of rest
J= )1 1a hdaalrgl | This man ? ?
J= )3 dkalrgl | That man ? ?

Gender-Ambiguous proper nouns:

Proper nouns can confuse MT in two different ways. The fits¢, MT system may
not identify that the word is a proper noun and analyse it asumnnadjective, or any
other categories. The second is that it may fail to identiy ggender of the noun and
thus fail to provide information needed for agreement inbdca The test sentences
are shown in Table 5.5. The UniArab system should follow tles for agreement in
number and gender. This is due to the fact that Arabic diffgeatly from English in
the distribution of number and gender in the pronoun systerigal items as well as
the syntactic structure. This difference results in mamgagent problems during the

translation process.

Table 5.5: Test strategy: gender-ambiguous proper nouns

Arabic human-translated | UniArab | best of rest
o s 15 gragakalktab Jack read the book,| ? ?
W U‘Js grat mary alktab | Mary read the book| ? ?
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Copula verb ‘to be’:

There are certain cases where the standard NP VP categworidaes not apply due to the
absence of a copula verb in the language. In Arabic there \&rn‘to be’ (Salem et al.
2008b). UniArab should understand if the sentences contin ‘to be’ and generate

them correctly. The test sentences are shown in Table 5.6.

Table 5.6: Test strategy: verb ‘to be’

Arabic human-translated | UniArab | best of rest
+4l! Ul -anaalmhnds| | am the engineer | ? ?
e 9a hw mhnds He is an engineer | ? ?

Verb ‘to have’:
UniArab should understand if the sentences contain ‘to’feaskgenerate them correctly.

Arabic, like Modern Irish, has no verb of ‘to have’. The tesh&nces are shown in Table

5.7.
Table 5.7: Test strategy: verb ‘to have’
Arabic human-transiated UniArab | best of rest
cxd L o ud Igd gmtllhgz | | have made a reservation:? ?
A% &azs ad lgd fadttckrty | | have lost my ticket. ? ?

The free word order in Arabic:

Arabic has free word order, this poses a significant chadletoagMT due to the vast
possibilities to express the same sentence in Arabic (Satemh 2008a). The actor in
Table 5.8 could be the first, second or third argument. Urb/staould analyse who the
actor is.

Pro—Drop:

In technical linguistic terms, Arabic is a ‘pro—drop’ or (eroun—drop’ language (Ryd-
ing 2007). The pro—drop parameter is an aspect of grammaallos/s subjects to be

optional but understood in some languages. That is, evéiaction in a verb paradigm
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Table 5.8: Test strategy: free word order (Verb Noun Noun)

Arabic human-translated | UniArab | best of rest
Jg ¥ £ yhb qys lyk | Qays loves Laila. | ? ?
J:J £ 8 gysylb lyla | Qays loves Laila. | ? ?
gy du —=_yhb lyla qys| Qays loves Laila. | ? ?

Is specified uniquely and does not need to use independambyans to differentiate the

person, number, and gender of the verb. The test sentereceb@wn in Table 5.9.

Table 5.9: Test strategy: pro—drop

Arabic human-translated | UniArab | best of rest
5 ;W&o fattnyaltayrh | (1) missed the plane. ? ?
L ,\g_j aryd grfh (I) want a room. ? ?
sdaag cud nsyt mifity | (1) forgot my wallet. | ? ?
(;\o' SY j aryd hatm () want a ring. ? ?

5.4 Design of evaluation criteria

We will evaluate the result of output by comparing with hurteamslated and machine-
translated versions . Comparisons can be made between tevomedranslation systems,
or between human-translated and machine-translatedwesteUniArab system is com-
pared with translations done by human translators. Thenr#sult is compared with
the results of other (Arabic to English) Machine translatsystems. We are comparing
different levels of human translation with UniArab systeuatput, using human subjects
as judges. The human judges were skilled for the purpose chiMa Translation; it is
an efficient evaluation for MT research. The evaluation gttmmpared an MT system
translating from Arabic into English with human translatoFhe human translators were
a native Arabic speaking L1 adults who had English as theirTlt# five point scale for

adequacy indicates how much of the meaning expressed iretbeence translation is
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also expressed in a hypothetical translation:

5=All

4 = Most
3 = Much
2 = Little
1 =None

The second five point scale indicates how fluent the transiasi When translating into
English the values correspond to:

5 = Flawless English

4 = Good English

3 = Non-native English

2 = Bad English

1 = Incomprehensible

5.5 Summary

UniArab is designed as an Interlingua machine translatbighvtakes Arabic sentences
and analyses their structure producing in interlinguaasgntation which can then be
used in isolation to generate the English translation. \ésgmted a test strategy in
which a wide range of sentence types will be used to test fieetefeness of UniArab.

We then set evaluation criteria which can be used to quahtfy the system performs

for each of these test types.
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UniArab: a proof-of-concept Arabic to English

machine translation system

This chapter presents an Arabic to English machine trasrstgistem, called UniArab.
UniArab is a proof-of-concept translation system suppgrthe fundamental aspects of
Arabic, such as the parts of speech, agreement and tenségablstands fotJniversal
Arabic machine translator system. UniArab is based on the Imlalgorithm of RRG

(syntax to semantics and vice versa) as indicated in Figudre 6

Syntactic Representation

1

Linking
Algorithm

v

Semantic Representation

Figure 6.1: Layout of Role and Reference Grammar
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6.1 Conceptual structure of the UniArab system

The conceptual structure of the UniArab system is shown iaréigs.2. The system
accepts Arabic as its source language. The morphologympansleword tokenizer have

a connection to the lexicon which holds all attributes of advo

(1) Arabic
Language —>
Sentences/ text

(2) Sentence
Tokenizer

(3) Word
Tokenizer

AN
A

! ! (4) Lexicon
1Agreement,

1 Features
1

XML Datasource

6) Syntactic 5) Morphol /
(6) Sy ¢ (5) Morphology

Parser Parser v

(7) Syntactic to semantic l

linking algorithms in RRG

(8) Logical Structures:
a. <TNS: past<NEG: not [do” (X, [PRED" (x,y)])]>>
b. N [3sg,f]

(9) Semantic to syntactic
linking algorithms in RRG

(10) Syntax (11) Generate English (12) English Sentence
Generation } Morphology i Generation

Figure 6.2: The conceptual architecture of the UniArabesyst

UniArab stores data in XML format. This data can then be eukrexported and se-
rialized into any format the developer wishes. The systemuwaderstand the part of
speech of a word, agreement features, number, gender amettigype. The syntactic
parse unpacks the agreement features between elements Afahic sentence into a

semantic representation (the logical structure) with ghaté of affairs’ of the sentence.
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In UniArab we intend to have a strong analysis system thaeg#&mact all attributes from

the words in a sentence.

6.1.1 Technical architecture of the UniArab system
The structure of the UniArab system in Figure 6.2 breaks dowathe following phases:

Phase (1) - Arabic language sentencd he input to the system consists of one or more

sentences in Arabic.

Phase (2) - Sentence Tokenizefokenization is the process of demarcating and classi-
fying sections of a string of input characters. In this phhgesystem splits the text
into sentencdokens The resulting tokens are then passed to the word tokenizer
phase. For exampless deli W .o W Ls qr-a_hald alktab. hald timyd
dky. will be two toke;spm‘ W 13 grapald ak@band §3 Swls W hald
timyd.dky the translation of these two sentenceklnalid reac; the book. Khalid is

a clever student

Phase (3) Word Tokenizer There, sentences are split into tokepssJ! Wl Ls gra
hald alktab Khalid read the boagkhe output of phase 3 is as follows;

<sentence>
<mord>1}qra</mord>
<wor d> .k hald/ wor d>
<wor d>_ S “alktak/ wor d>

</ sentence>

Phase (4) Lexicon DatasourceA set of XML documents for each component category

of Arabic.

Phase (5) Morphology ParserDirectly works with both the Lexicon and Tokenizer to

produce the word order. A connection is made to the datasmfrphase 4 which
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has been implemented as a set of XML documents. The use of XadltHe added
advantage of portability. UniArab will effectively work ¢hsame regardless of the
operating system. To understand the morphology of each,waedirst tokenize
each sentence and determine the word relationships. Pludslkeessystem holds all

attributes specific to each word of the source sentence.

Phase (6) Syntactic ParseDetermines the precise phrasal structure and categorg of th
Arabic sentence. At this point, the types and attributedlof@rds in the sentence

are known.

Phase (7) Syntactic linking (RRG)We must first develop the link from syntax to se-
mantics out of the phrasal structure created in Phase 6, #@re/¢o create a logical
structure that will generate a target language and alscsabiedink in the opposite
direction from semantics to syntax. The system should angwemain question in
this phasewho does what to whom?We use the gender of the verb to determine
the actor. When the subject and object have different gentler gender of the verb
must match the subject. If they both agree with the verb, M&A dictates that
the first noun is the subject. In this case the actéthalid and the undergoer the

book

Phase (8) Logical Structure Creation of logical structure is the most crucial phase. An
accurate representation of the logical structure of an iirséntence is the primary
strength of UniArab. Below is a sample output from the UniAystem. The
Arabic equivalent of the past tense sentence ‘Khalid readtok’ ot Wi Ls

gr-a_hald alktabis input as the source.
oK alktabbook:N W& hald Khalid:MsgN L,.a graread:V

The results of the parse can be seen in the following logicattire:

Verb read
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<TNS: PAST[ do’ (x,[read (x,(y)])] >

sg 3rd M PAST! 3 gra
where the Proper Noun khal i d sg unspec M Wk hald
and the Noun ist he book sg def M L S! alktab

Consider the following example; Omaris astudenbe’ (Omar, [ student’ ]).

in Arabic i & mrtimyd This is a challenge since there is no verb ‘to be’ in
Arabic, but this must be inferred for correct translatiamstead of sayinOmar is

a student’ the Arabic equivalent would b®mar student’ We also face the chal-
lenge of inferring the indefinite article, which does notstxn Arabic. All of the
unique information for each word can thus be taken from tkeds to aid in the

creation of a logical structure of the target language.

Phase (9) Semantic to SyntaAssuming we have an input and have produced a struc-
tured syntactic representation of it, the grammar can migpsthucture from a se-
mantic representation. In this phase the system uses adiakjorithm provided by
RRG to determine actor and undergoer assignments, asgigoté arguments and
assign the predicate in the nucleus. The system uses serasguments of logical

structures other than of the main verb.

Phase (10) Syntax GenerationThis will be unique for each target language. In this
phase the system uses the target language rules to germeratntax. In this case

English language rules are used.

Phase (11) Generate English Morphologyl'he system generates English morphology
in an innovative way, generating the tenses not existentraibi& but in English as

well as verb ‘to be’.

Figure 6.3 shows the technique used to generate the coemxtenses, and generate

verb to be. Verbs in English have a mood; e.g. indicativejusuive, imperative
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Generation

Generate English language

Y

Generate the tense for the verbs

There is a lexical verb There is no lexical verb

Generate the right Create auxiliary
tense for the verb verb

Figure 6.3: Generation the right tense for the verbs

and can be in one of many tenses. We discussed the specatlmitwith refer-
ence to the intersection of Arabic tense and aspect in Chapfehe solution is to
recognize the difference between morphological featunessyntactic functional

categories. The tense features must be expressed angfytica

Phase (12) English Sentence Generatiohhe process of generating an English sentence
can be as simple as keeping a list of rules. These rules caxtéreded through the
life of the MT system. The system will use some operationsnglish such as
vowel change: examples; man men. Sometimes this accongpaffilations: break

broke broker{ = br oke + en).

6.1.2 UniArab: Lexical representation in interlingua sysem

In transfer-based systems there are no problems if for &pkat language pair there
are one-to-one equivalents; the problems arise when then®ie than one target word
for a single source word. But for an interlingua in a mulgjiral system there are prob-

lems even if only one of the languages involved has two or rpotential forms for a
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single given word in one of the other languages. If an intgua is to be completely
language-neutral, it must represent not the words of onenothar of the languages,
but language-independent lexical units. Any distinctidmahk is (or can be) expressed
lexically in the languages of the system must be represenglititly in the interlingua
representation (Hutchins and Somers 1992). The UniAratesysan generate a target
language by classifying every Arabic word in the source.t@ktere are six major parts
of speech in Arabic. These are Verbs, Nouns, Adjectiveqétroouns, Demonstratives,
Adverbs and we create a seventh, so called ‘other’ categomrfabic words which do
not fit into any of these six categories. The major parts oéspen the Arabic language
have their own attributes, and we use these attributesmiti@ UniArab system. For
example, verbs in the Arabic language agree with their stfja gender. Arabic words
are masculine and feminine; there is no neutral genderethArab system we record
the gender associated with a verb in the syntax for a paati@ubject NP. Adjectives
and demonstratives also agree with the subject in gendehlt@oabic, words come into
three categories with regards to number: They are (1) singadicating one, e.q.J>
rgl ‘one man’. (2) dual, indicating two, e.g)M=, rglan ‘two men’ and (3) plural,
indicating three or more e.qJ)l>, rgal ‘men’. The UniArab system records these at-
tributes of gender and number. It is important to understhatisource language specific
features may not be used or may be different in the targeuksge For example, the
Arabic number categ ory of dual is not relevant in Englishe TmiArab system is based

on RRG and uses logical structures for each verb in the laxico
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6.2 UniArab: Lexical representation ininterlingua system based

on RRG

Lexical frames represent the language-dependent lexM@nuse an XML data source
to represent the UniArab lexicon. The lexicon creates poto corresponding con-
ceptual frames or attributes of each word. These frameshage relations which link
them to verb class frames, which are organized hierardhiaatording to the particular

language.

Although we adhere to the Interlingua approach, we do notadwith the translation
of lexical items. In an ideal Interlingua system lexicalresg should be broken down
into sets of semantic features. For example the word “mabfaken down into +human
+male +adult. While this works in theory, in practice we canfind enough seman-
tic features to describe every entity in the world. For exeripow”, “computer” and
“chair” cannot be described using these sets of semanttarBsaunless we invent a

unique semantic feature for every object and this is praliyieanpossible.

6.2.1 \Verb

In the UniArab system, we capture the information shown guFe 6.4 for each verb.
The verb information captured consistsAfabic Verh English Translation, Logical
Structure, Tense, Gender, Persand Number The Arabic Verbrepresents one of the
Arabic verbs in a specific tense, for a specific gender, peasdmnumber. Th&nglish
translationis the English equivalent of th&rabic verb ThelLogical Structureattribute is
the RRG equivalent logical structure or lexical entry reprgation for thérabic Verb
Arabic inflects verbs for tense and they agree in person, eurabd gender with the

subject. In RRGTensds a verbal operator in the layer structure of the clauseighoy
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information about the tense of this verb.

Arabic English Logical

- Tense Person Number
Verb Translation | | structure Gender erso

Figure 6.4: Information recorded on the Arabic verb

Table 6.}: Verb 1

Arabic verb |5 gra

English translation] read
Logical structure | [do’(x,[read’(X,(Y)])]

Tense past
Gender m
Person 3rd
Number singular

Table 6.2: Verb 2
Arabic verb oS ktbt

English translatior] wrote
Logical structure | [do’(x,[write’(X,(y)])]

Tense past
Gender f
Person 3rd
Number singular

In the Arabic language, tense can be past or present as tharprdistinction.Genderis
an Arabic attribute of the verb. The verb agrees with theesttbp gender. Th®erson
attribute could be first, second or third person. Numberattribute refers to number of
the subject. In Arabic, the number of a verb can be singulzal dr plural. Table 6.1
and Table 6.2 shows an example of one Arabic verb appliedffereint genders. The

absence of t‘t’ suffix signifies m: gender. The English translation of ¢leeverbs are

‘read’ and ‘wrote’.
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6.2.2 Common noun

In the UniArab system, we capture the information shown guFe 6.5 for each noun.
The noun information captured consistsAvBbic Noun English Translation, Definite-
ness, GendeandNumber Arabic Nounrepresents a noun in the Arabic language. The
English translationis the English equivalent of th&rabic Noun Definitenesf the

nouns can be definite or indefinit€enderis an Arabic attribute of the noun.

Noun

Y

Arabic English

) Definiteness| | Gender Number
Noun Translation

Figure 6.5: Information recorded on the Arabic noun

Table 6.3: Noun

Arabic noun L= aggar | L)1 alkeab
English translation trees the book
Definiteness indefinite definite
Gender f m

Number plural singular

The Numberattribute refers to number of the noun. In the Arabic languagmber of
nouns can be single, dual or plural. Table 6.3 shows exangblego different Arabic
noun words, whose English translations are ‘trees’ andkbd®lease note that ‘book’ is

def+, meaning ‘definite’.

6.2.3 Proper noun

Proper nouns in Arabic are not capitalized. In the UniArateym we capture the infor-
mation shown in Figure 6.6. For each proper noun the systgruiasArabic proper

noun English translation, definiteness, gendardnumber Arabic proper noungep-
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resents a proper noun in the Arabic language. Ehglish translationis the English
equivalent of theArabic proper noun Genderis an Arabic attribute of the proper noun.

The Numberattribute refers to the number of the proper noun; singlel duplural.

Proper Noun

X

Arabic English
Pronoun Translation

Gender Number

Figure 6.6: Information recorded on the Arabic proper noun

Table 6.4: Proper Noun
Arabic proper nour] & mr Qu:.j iyman

English translation| Omar | Eman
Gender m f

Number singular| singular

Table 6.4 shows examples of two different Arabic proper naoands, whose English

translations are ‘Omar’ and ‘Eman’.

6.2.4 Adjective

In the UniArab system, we capture the information shown guFe 6.7 for each adjec-
tive. This consists oArabic Adjective English Translation, Definiteness, Genderd
Number Arabic Adjectivegepresent adjectives in the Arabic language. Emglish
translationis the English equivalent of th&rabic Adjective Definitenesgan be definite

or indefinite.Genderis an Arabic attribute of the adjective.

Table 6.5: Adjective

Arabic adjective | a3 qgyr | 4 sl altwylh
English translationy short the long
Definiteness indefinite | definite
Gender m f

Number singular | singular

89




6.2. UNIARAB: LEXICAL REPRESENTATION IN INTERLINGUA SYSTEM BASED ON RRG

Adjective

Arabic English

ini Gender Number
Adjective Translation Definiteness

Figure 6.7: Information recorded on the Arabic adjective

The Numberattribute refers to the number of the adjective. In the Acdddnguage num-
ber agreement for adjectives can be singular, dual or pluigdlle 6.5 shows examples of
two different Arabic adjective words, whose English tratisins are ‘short’ and ‘long’,

please note that ‘long’ is def+.

6.2.5 Demonstrative

In the UniArab system we capture the information shown iruFeég.8 for each demon-
strative. this consists &rabic DemonstrativeEnglish Translation, Demonstrative type,
GenderandNumber Arabic Demonstrativegepresents a demonstrative in the Arabic
language. Thénglish translationis the English equivalent of th&rabic Demonstra-
tive. Demonstrative typean be, in the Arabic language, near to the speaker, far fnem t
speaker or between near and far from the spedakenderis an Arabic attribute of the
demonstrative. Th&lumberattribute refers to number of the demonstrative. Table 6.6
shows examples of two different Arabic demonstratives, sehénglish translations are

‘this’ and ‘that’.

Table 6.6: Demonstrative representative

Arabic demonstrative 1ia hda | «U3 dlk | &l ;‘ awlyk

English translation | this that those

Demonstrative type | close far between near and far from the speaker
Gender m m both m and f

Number singular | singular| plural
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Demonstrative

Demonstrative
Type

Arabic
Demonstrative

English
Translation

Figure 6.8: Information recorded on the Arabic demonsteati

6.2.6 Adverb

In the UniArab system we capture the information shown iruFeg.9 for each adverb.
this consists ofArabic Adverlh English Translatiorand Adverb type Arabic Adverbs
represents an adverb in the Arabic language. Ehglish translationis the English
equivalent of theArabic Adverb Adverbs typeefers to time or place (proposition), time

such as ‘today’ or ‘tomorrow’ and places like ‘under’, ‘iror ‘on’ etc.

Adverb
A
Arabic English Adverb
Adverb Translation Type

Figure 6.9: Information recorded on the Arabic adverb.

Table 6.7: Adverb

Table 6.7 shows examples of two different Arabic adverbspsehEnglish translations

Arabic adverb < banb | » o.Jl alywm
English translation beside today
Adverb type Proposition | time

are ‘beside’ and ‘today’.
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6.2.7 Other Arabic words

In the UniArab system, we capture the information shown guFe 6.10 for each other

Arabic word. This consists &rabic Other WordEnglish Translation, Logical Structure,

Part of Speech, Tense, Gender, Person, NurahdDefiniteness

Other Arabic Wrods

Arabic
Word

English
Translation

Part of
Speech

Logical
Structure

Tense

Gender

Person

Number

Definiteness

Figure 6.10: Information recorded on the other Arabic words

Table 6.8: Other Arabic words (where ‘NON’ means not apiea

Arabic other wordg ¢ w s hy
English translation| and she
Logical structure | NON NON
Part of speech conjunction| pronoun
Tense NON NON
Gender NON f
Person NON 3rd
Number NON singular
Definiteness

We allow a variety of attribute possibilities for the categ@ther’ in Arabic words for

the moment. Table 6.8 shows examples of two different Ar&ticer words, whose

English translations are ‘and’ and ‘she’.

6.3 UniArab: Generation

The target language generation phases in the UniArab syfstéow the syntactic re-

alization model. Generation takes as input, the univemsgital structure of the input

sentence(s) and produces as output a morphology-syntaatisation of the sentence in

the target language. The UniArab system is designed as argalvmachine translator,
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which means that it can support translation of the Arabic arnty other natural language
with the addition of additional language generation brglgene UniArab system is eval-
uated using Arabic as source language into English as thetianguage. In the UniArab
system phases 9, 10, 11 and 12 are for generation of the langgtages, in our case this
is English. For the example given under Phase 8 in Sectiaft,6.1 L1 Wi Ls gra
hald alktab, Khalid read the bookye have the logical structure:

Verb read [do’ (x,[read (x,(y)])] sg 3rd M PAST L,s gra>

where the Proper Noun khal i d sg unspec M Wk hald

and the Nouni$ he book sg def M oS! alktab

Firstly, theSemantic to Syntactjghase determines the actor and undergoer assignments,
assigns the core arguments and assigns the predicate indleais. In the UniArab sys-

tem we keep all word attributes whether they are used in tigeté&anguage or not. In

this case, the gender of the notlne book in Arabic is masculine, but in Englighook

has neutral gender. In Phase Byntax Generatignand Phase 11Generate English
Morphology UniArab uses target language rule to generate the synthe.vérb log-

ical structure gives UniArab a flag indicating how many arguis this verb takes. In

this case the logical structure will beead[ do’ (x, [read’ (x, (y)])]. Now the
UniArab system replaceswith Khalid, andy with the book The UniArab system now

holds the following for this simple sentence:
read[ do’ (Khalid, [read (Khalid, (the book)])].
In the last phasésnglish Sentence Generatighe UniArab system builds the final shape

of a sentenceKhalid read the book Moreover, there are some special cases, like the

UniArab system adding verb to be or changing the verb tensieec$ource language to

93




6.4. UNIARAB: SCREEN DESIGN

another tense in the target language. Also, the role of wotdran the target language

must be considered.

oY alktabbook:N W& hald Khalid:MsgN L,.a graread:V

read [do'(x,[read’(x,(Y)])] sg 3rd M PAST?JS gra

The results of the parse can be seen here with LS as :

Verb read [do’ (x,[read (x,(y)])] sg 3rd M PAST L,s gra>
where the Proper Noun khal i d sg unspec M Wk hald

and the Nouni$ he book sg def M oS! alktab

At this point the generation will start; first of all the sentiario syntactic phase deter-
mines the actor and undergoer assignments, assign the rgoum@ents and assign the
predicate in the nucleus. In the last phaSaeglish Sentence Generatioiine UniArab
system builds the final shape of a senteri€kalid read the book Moreover, there are
some special cases, like the UniArab system adding the teie’ or ensure the verb
tense of the source language is reflected as the appromrete in the target language.

Also, the rules of word order in the target languages musbbsidered.

6.4 UniArab: Screen design

The graphical user interface (GUI) of UniArab is interaetiDesigning the visual com-
position and temporal behaviour of the GUI is an importaqgeas of the design of

UniArab. We use one text area to allow a user to input soumguage sentences, two
buttons,Enter to submit the text to the systerG)ear to delete all text in the input and
output text areas. There is a separate text area for outplg dfanslated text. Also there

is a text area for logical structure output of every sentence
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B UniArab System 2009

Here is your translation Enter an Arabic Sentence

" QL}\'AU'I .‘ﬂJLﬁ [STyL] ta..\TI La
Adam taught Mark mathematics. Ol jas o i
Omar is dvinking the milk. i J’L it
James reads. g Tt
Jack reads a lot. ‘ P*f If"f,,Jh‘ i
1 have lost my ticket. e "ﬁf
T missed the plane. LBl il |
Mark is fixing the computer. L glad! & jla b
Carl is visiting Ireland. Ll pl S e @

Clear/ g— | Enter/ J=i

<TNS:PAST[do'(Adam,0) CAUSE[BECOME know'(Mark,mathematies)]]> ]
<~TNS:PRES [do'(Omar, [drink' (Omar,milk)])]=
<TNS:PRES<<[do'(James, [read'(Janes)])]>>>
<~TNS:PRES<<lot[do'(Jack, [read'(Jack)])]=>>

<TNS:PAST[do'(I,[lose'(I,ticket)])]> [

fghatl posa bl & wandidl] ] sl ] AL s St i g gl 1]
K you need to add new Arahic words in the database: click on the appropriate tah

| Add Arahic Demonstratives | 3is il gl wical | Add Arabic Adverh | sia wigh il | A3 other Arabic Word | sl i€ gl sl |
Add Avabic Verb { 505 58 22l | Add Arabic Noun [ w2 pul ol | Add Arabic Adjective {5502 4sa 2l | 4dd Arabie Proper nouns f 52 i5 pul 2l |

Add Arabic Verb/uill wal | | English iranslate/4e 2 i | \
Logical struciures ikl gl | || Add number | =il ‘ - H Add Person / sl g g sl |v|
Add tense/ g= 5 |v || Add gender / &g waladl | hd || Enter/ || Clear | g |

Figure 6.11: UniArab’s GUI 1

If a user needs to add a new Arabic word in the UniArab systeta@sdarce; he/she can
click on the appropriate tab. There are seven different¢abhk representing a category of
words in the Arabic languagé&dd Arabic Verb, Add Arabic Noun, Add Arabic Adjective,
Add Arabic Proper nouns, Add Arabic Demonstratives, AddbfraAdverb and Add
other Arabic Word.In every tab there are a number of combo boxes. A combo box is a
combination of a drop-down list or list box, allowing the use choose from the list of
existing options. For example, when a user needs to add adjeutiae to the datasource,
the user will be presented with a text field to let him/her eateArabic adjective. There

is another text field for adding the English equivalent of Almabic adjective. There are

a number of combo boxes; number, definition and gender, ectserses from the list an

option. There are two buttons under each tabter to submit the information into the
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B3 UniArab System 2009

Here is your translation Enter an Arabic Sentence
| Aslad o FOLL e-ahg Lo’
Harold is feeding his cat. L Olaubus dlaad) dlaa)
Sulaiman caught the fish. Qg ahs e e
Omar gave Khalid a book. o e
I am an engineer. : w:hé'n T
1 am Tnish. NEEE .
T am a doctor. Ll Y
He is a doctor. Lk 02
Sarah will clean my office. I%a oyl ARG v
Clear/ g Enter/ J=s
<TNS:PAST[do'(Sulaiman,catch'(Sulaiman,fish)])]> 2.
<TNS:PAST[do'(Omar,0) CAUSE[BECOME _have'(Khalid.book)]]>
be'(L[engineer']) :
be'(I,[Irish']) =
be'(I.[doctor']) v

fghatl posa bl & wandidl] ] sl ] AL s St i g gl 1]
K you need to add new Arahic words in the database: click on the appropriate tah

| Add Arahic Demonstratives | 3is il gl wical | Add Arabic Adverh | sia wigh il | A3 other Arabic Word | sl i€ gl sl |
4dd Arahic Verh 53 0t ol Add Arabic Noun / 52 gul il | Add Arabic Adjective / uss b 22l | Add Arabie Proper nouns | s oo pul sl |

Add Arabic Verhiill il | | English transtatefios s ai | \
Logical siruciures sisia gitgl | | | Add number | =i ~ || Add Person [yl g il | -
Add tense/ o=4 | - || Add gender | ptillg sl | - || Enter/ Jasl || Clear/ gl |

Figure 6.12: UniArab’s GUI 2

system, ancClear to delete all words in all text fields and return combo boxethéor

default state. Figures 6.11,6.12,6.13 shows GUI of the thliSsystem.
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B UniArab System 2009

Here is your translation Enter an Arabic Sentence
She is giving Sarah a book. e Ll el # ot 2
Omar gave Khalid a book. LS alld das jas
Suhaib is teaching Eman the history. i ,‘&‘Jm1 Ohas) Qe ugea

Suhaib taught Mark mathematics. L bl & e g (e

Mark is showing Brian the letter. - A é
Suhaib taught the history to Khalid. . ‘A'EL““;’}' E’f'ﬁ o la
Suhaib is teaching mathematics to Sarah. AR Bl a3 e
Brian is showing the book to Khalid. I Lol izl 1 G il g
Mark showed the letter to Sarah. v LSl WA g e Ol W
[—pe— | Enterison, | |
<TNS:PRES[do'(she,0)CAUSE[BECOME have'(Sarah,book)]]> 2.

<TNS:PAST[do'(Omar,0) CAUSE[BECOME _have'(Khalid.book)]]> ]
<TNS:PRES[do'(Suhaib,0) CAUSE[BECOME _Imow'(Eman,history)]]> =
<~TNS:PAST[do'(Suhaib,0) CAUSE[BECOME_kmow'(Mark, mathematics)]]=

<TNS:PRES[do"(Mark,0)CAUSE[BECOME see'(Brian,letter)]]> v

fghatl posa bl & wandidl] ] sl ] AL s St i g gl 1]
K you need to add new Arahic words in the database: click on the appropriate tah

| Add Arahic Demonstratives | 3is il gl wical | Add Arabic Adverh | sia wigh il | A3 other Arabic Word | sl i€ gl sl |
Add Avabic Verb { 505 58 22l | Add Arabic Noun [ w2 pul ol | Add Arabic Adjective {5502 4sa 2l | 4dd Arabie Proper nouns f 52 i5 pul 2l |

Add Arabic Verb/uill wal | | English iranslate/4e 2 i | \
Logical struciures ikl gl | || Add number | =il ‘ - H Add Person / sl g g sl |v|
Add tense/ g= 5 |v || Add gender / &g waladl | hd || Enter/ || Clear | g |

Figure 6.13: UniArab’s GUI 3

6.4.1 Lexicon interface

In order to allow for robust user interaction with the lexicave use a graphical interface
to capture the information for each part of speech. The wdects the part of speech of
the word he is adding, and is then presented with only theogptielevant to it. The in-
terface also limits the user’s selections to acceptablgagahnd ensures that all attributes
are filled. With this technique, we minimize the risk of hunmaror, and therefore the
information is more accurate. The graphical interface iskgr and easier when a user
adds a new word in the lexical (XML data source). When theesyddisplays an infor-
mation error. Figure 6.14 shows the entry interface thamiglémented as part of the

UniArab system.
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gt e Sl S condiall ] ok 1 all Al snsa Ll s gl syl 1]
H vou need to add new Arahic words in the datah click on the iate tah

4dd Arabic Demonstratives 4t il pul iil | 444 Arahic Adverh | ssn it <ial | 40 other Atahic Word / sl 46 gl il |
Add Arabic Verh / ua i il | Add Arahic Noun [0 pul il | Add Arahic Adjective / a3 4doa il |7 Add Arvabic Proper nouns | w3 e pul cieal |

Add Arabic Verh/ il il | | English translate < 5 .l | |
Logical strugtures /il jéel | || Add number /[ axdl | - || Add Person | Al g g sl |v |
Add tense/ os 5 | - || Add gender | ssailg sl | - || Enter/ jaal || Clear/ gl |

Figure 6.14: UniArab’s lexicon interface

6.5 Technical challenges

Arabic letters in the GUI We can not write Arabic letters in UniArab’s GUI. We use
Unicode to represent thentUnicode Converter Systeallows us to enter Arabic

text and click on a button to get the equivalent Unicode oftéxé

Arabic letters in Eclipse IDE for Java We used Eclipse IDE for Java development. We
can not write Arabic as a string in Eclipse. While Java dogxpsett Arabic, the
problem lies in the operating system not supporting Aradtiet shapes in IDE. We
used Windows XP and Windows 2000 which both have the samdgmmobTo fix
this we changed to Ubuntu Linux. Under Linux we can write Acabxt as a string

in the Eclipse IDE.

Arabic in data source We choose to create our data source as XML, for optimum sup-
port or different platforms. It was also easier as we usediriztters not Unicode
inside the data source. XML fully supports Arabic. We crdater search engine
using Java. We used a HashMap to make the keyword in Arabic wigesearch
inside the datasource. We used-bM ap.containsKey(word) in order to check

the presence of an Arabic word in the data source.
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6.6. SUMMARY

6.6 Summary

We presented the conceptual structure and architectutedfniArab system. We dis-
cussed each of the phases from source language analysigglhthe logical represen-
tation, then the generation of the target sentences. Wdetkthe lexical properties of
Arabic sentences and the attributes for each type of worddig¢issed how generation
maps the logic structure to the target language. Finallydiseussed the user interface

and some of the problems encountered during development.
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Testing and evaluation

This chapter presents the results of the evaluation. Etratuaf MT software is nec-
essary in order to improve system performance and analysafed problems and, of
course, its accuracy and effectiveness. In the evaluagissien we consider many differ-
ent aspects of the MT system including quality of transkattome for translation ability

to add a new word in the lexicon of the system and resourdeatton.

7.1 Evaluation of MT systems

The evaluation of MT systems is a difficult task. This is notydrecause many different
metrics are involved, but also because translation isfitsticult (Laoudi et al. 2004).
The first important aspect for a potential test is to deteentine translational capability.
Therefore, we need to draw up a complete overview of thelatiasal process, in all its
different aspects. A good translation has to effectiveptaee the meaning. This involves

establishing the size of the translation task, is it macheggble and if so, according
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to which standards? Current general function MT systemsncdrtranslate all texts

consistently. Output can have very poor quality. It is inmpot to mention that the

‘subsequent editing required’ increases as translati@titgugets poorer (Turian et al.

2003).

Given the limited lexicon implemented in this work so far, exaluate the effectiveness
and accuracy of UniArab by comparison. We create varian#rabic sentences that
represent all possible structures of the sentences tharblmican translate. We then

compare between human-translated and machine-transktgadns.

7.2 Sentence tests

We have sentences (for actual test examples see AppendixAZabic and their equiv-

alent translations in English. We have covered a repretentaroad selection of verbs
across intransitive, transitive and ditransitive consinns in simplex sentences in ac-
tive voice. Complex sentences are beyond the thesis scopeevdr, we do address
copula-like nominative clauses in Arabic. We tested UnbAiramore than one way. We
tested single sentences and multiple sentences. UniAgdlly daals with more than one
sentence as input and its output matches. We entered rarefdenses together in one

input or as individual sentences.
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7.2. SENTENCE TESTS

7.2.1 \erb-Subject with one argument in different tenses

Table 7.1: Test : Verb-Subject; one argument

Arabic oWl & O & ydrbmrallbn

Human Omar is drinking the milk.

Google Omar drink milk

Microsoft | drink milk Omar

UniArab | Omar is drinking the milk .

In Table 7.1, the output of the Google translator (Google@dfaulty in tense and verb

‘to be’. Microsoft's MT (Microsoft 2009) failed to translaimost of the sentence in tense,

verb and word order. UniArab successfully translates tikesee in its entirety. Figure

7.1 shows this sentence output in the UniArab system.

B UniArab System 09

Here is your translation Enter an Arabic Sentence
Omar is drinking the milk. Oulll jas o pdus
Clear/ g— | Enter/ d=i

<TNS:PRES[do'(Omar, [drink’(Omar,milk)])|>

fghatl posa bl & wandidl] ] sl ] AL s St i g gl 1]
K you need to add new Arahic words in the database: click on the appropriate tah

Add Arahic Demonstratives  #is 3jil gl sl | 4dd Arabie Adverh [ sis iy sl | Add other Arabic Word / il ol gl cical |

Add Arvabic Verb | sas b ol

Add Arabic Verh/jall wial

Logical struciures/-sakiad 5yl

| Add Arabic Noun 5= pul sl | Add Avabic Adjective (smdiaad | 4dd Arabic Proper nouns | s e pal 2l |

| | English translaterioasl il || |

| | | Add number | sl | - || Add Person | sl gy il | - |

Add tense/ s A

| - H Add gender / sl wall | - || Enter| jasl || Clear sl |
|

Figure 7.1: Verb-Subject with one argument
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7.2. SENTENCE TESTS

Table 7.2: Test : Verb-subject; agreement 1
Arabic ol & o & Srbmrallbn

Human Omar drank the milk
Google Omar drinking milk
Microsoft | drinking milk Omar
UniArab | Omar drank the milk.

In Table 7.2, the output of the Google translator is faultyanse and definition. The
Microsoft translator failed to translate most of the seogeim tense, definition and word
order. UniArab successfully translates the sentence enitisety. Figure 7.2 shows this

sentence output in the UniArab system.

B UniArab System 09

Here is your translation Enter an Arabic Sentence
Omar drank the millk. Ol jas oy
Clear/ g— | Enter/ d=i

<TNS:PAST[do'(Omar, [drink’(Omar,milk)])|>

fghatl posa bl & wandidl] ] sl ] AL s St i g gl 1]
K you need to add new Arahic words in the database: click on the appropriate tah

Add Arahic Demonstratives  #is 3jil gl sl | 4dd Arabie Adverh [ sis iy sl | Add other Arabic Word / il ol gl cical |

Add Arabic Verh /25 0ol | Add Arabic Noun [ 53 ol 2l | Add Arabic Adjective fssndsa aii | Add Avabic Proper nouns f s 15 gl il |
Add Arahie Verh/idl cial | | English translaterioasl il || |
Logical structures/-sabsal jébes| | || Add number / sl | - || Add Person | flesdl gy il | hd |
Add tense/ =5 |v H Add genter | sty cali |v || Enter/ daal || Clear/ gl |

|

Figure 7.2: Verb-Subject with one argument
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7.2. SENTENCE TESTS

Table 7.3: Test : verb-subject; agreement 2

Arabic Wy \Js W hald gra alktab
human-translated | Khalid read the book

Google Khalid read the book

Microsoft Khaled read book

UniArab Khalid read the book.

Arabic oWl W O & sySrb tald allbn
human-translated | Khalid will drink the milk

Google Khalid drink milk.

Microsoft Khaled drink milk.

UniArab Khalid will drink the milk.

In Table 7.3, the output of the Google translator is succesMicrosoft’s MT failed to

translate the definition. UniArab successfully transldtessentence in its entirety. In

the output of the second sentence, the Google translatauliy in tense and definition.

Microsoft's MT failed to translate the tense and definitiddniArab successfully trans-

lates the sentence in its entirety.

This is becouse of the RRiGalist approach in the

interlingua. Figures 7.3 and 7.4 show this sentence outptiiel UniArab system.

B UniArab System 09.

Here is your translation

Enter an Arabic Sentence

Khalid read the book.

Clear/ gl

<lasl) 8 ans

| Emerrsi

<TNS:PAST[do'(Khalid, [read'(Khalid,book)])]>

Joatl e Sl 8 ol ] U5 1 T AT i S s o sl 14
Ifyou need 1o add new Arahic words in the database: click on the appropriate tab

Add Arabic Demonsiratives | 3 120él pul idd | Add Arabic Adverh | i 5 i | Add other Arabic Wond § sl 4 ol il |

Add Arabie Vory 52 63 2l | Add Arabic Noun /s pul sl | Add Arabic Adjective {sumtba il [ 4dd Arabic Proper nouns | s 5 pal il

4 Arabic Verh/pill sl ‘ | English translatefion st il H

Loghtal struc tires st dgt ‘ || Add number /i |+ | adaperson / stat g i

1
-|

Add tense/ o+ ‘ ~ ” Add genter / iy el - H Enter/ s || Clear/ g
J

Figure 7.3: Verb-subject agreement 1
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7.2. SENTENCE TESTS

B UniArab System 09

Here is your translation Enter an Arabic Sentence

Khalid will dvink the mill. Sl AR G

<TNS:FUT[do’ (Khalid, [drink'(Khalid,milk)])|>

fghatl posa bl & wandidl] ] sl ] AL s St i g gl 1]
K you need to add new Arahic words in the database: click on the appropriate tah

Add Arahic Demonstratives  #is 3jil gl sl | 4dd Arabie Adverh [ sis iy sl | Add other Arabic Word / il ol gl cical |

Add Arabic Verh /25 0ol | Add Arabic Noun [ 53 ol 2l | Add Arabic Adjective fssndsa aii | Add Avabic Proper nouns f s 15 gl il |
Add Arahie Verh/l o | | English translaterioasl il | |
Logical structures/-sabsal jébes| | || Add number / sl | - || Add Person | flesdl gy il | hd |
Add tense/ =5 |v H Add genter | sty cali |v || Enter/ daal || Clear/ gl |

Figure 7.4: Verb-subject agreement 2
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7.2.2 Gender-ambiguous proper nouns

Table 7.4: Test : Gender-ambiguous proper nouns 1

Arabic oK de L,s gra gak alktab
human-translated | Jack read the book

Google Jack read the book
Microsoft read Jack book

UniArab Jack read the book.

In Table 7.4, the output of the Google translator is succsd¥licrosoft's MT failed

to translate the

definition. UniArab successfully traredathe sentence in its entirety.

Figure 7.5 shows this sentence output in the UniArab system.

B UniArab System 09

Here is your translation Enter an Arabic Sentence

Jack read the book.

lieh éa § 8

Clear/ gl | Enter/ Jasl

<TNS:PAST[do'(Jack, [read'(Jadk,book)])]>

Gghadl e il i bl gl 351 1 gl AR v Gl i (5l gl 3]
I vou need to add new Arahic words in the database: click on the appropriate tab

Add Arabic Demonstratives f 2 334l pul wail | Add Arabic Adverh J 23 w3 x| Add other Arabic Word | sl 48 gl sl |

Add Arahic Verh/ gl ozl

4dd Arabic Verh / s i el |

Logical structuresfiksdl g |

Add Arabic Noun  ss el aal [ Add Arahic Adjective fsusm dia il | 4dd Arabic Proper nouns { s de ool ial |

| | English ranstatefic st | |

| | Add number /| sadl | - || Add Person | flaall g g il | - |

Add tense/ o

Enter/ j=:i

|v H Add gender | ptially el |v ||

Clear/ gl |

Figure 7.5: Gender-ambiguous proper nouns 1
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Table 7.5: Test : gender-ambiguous proper nouns 2

Arabic W uLs grat mary alktab
human-translated | Mary read the book

Google Marie read the book

Microsoft read Marrie book

UniArab Mary read the book.

In Table 7.5, the output of the Google translator is succésdicrosoft's MT failed to
translate the definition and word order. UniArab succebsfrdnslates the sentence in

its entirety. Figure 7.6 shows this sentence output in thidk#b system.

B UniArab System 09

Here is your translation Enter an Arabic Sentence
Mary read the book. [t R P ﬁbﬁ
Clear/ g— | Enter/ J=i

<~TNS:PAST[do'(Mary, [read'(Mary,book)])]=

fghatl posa bl & wandidl] ] sl ] AL s St i g gl 1]
K you need to add new Arahic words in the database: click on the appropriate tah

Add Arahic Demonstratives  #is 3jil gl sl | 4dd Arabie Adverh [ sis iy sl | Add other Arabic Word / il ol gl cical |

Add Arabic Verh /25 0ol | Add Arabic Noun [ 53 ol 2l | Add Arabic Adjective fssndsa aii | Add Avabic Proper nouns f s 15 gl il |
Add Arabic Verh/jall wial | | English translate /a2l .l | |
Logical structures/-sabsal jébes| | || Add number / sl | - || Add Person | flesdl gy il | hd |
Add tense/ =5 | - H Add genter | sty cali | - || Enter/ daal || Clear/ gl |

|

Figure 7.6: Gender-ambiguous proper nouns 2
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7.2.3 \erb ‘to be’

Table 7.6: Test: Verb ‘to be’ 1

Arabic ¢ 9 hwmhnds
human-translated | He is an engineer.
Google Is the architect of
Microsoft Is the engineer
UniArab He Is an engineer.

In Table 7.6, the output of the Google translator is faultyicidsoft's MT successfully

translated the person. UniArab successfully translaeséhntence in its entirety. Figure

7.7 shows this sentence output in the UniArab system.

B UniArab System 09

Here is your translation Enter an Arabic Sentence
He is an engineer. udiga oh
Clear/ g— | Enter/ J=i

be'(he,[engineer)

fghatl posa bl & wandidl] ] sl ] AL s St i g gl 1]
K you need to add new Arahic words in the database: click on the appropriate tah

Add Arahic Demonstratives  #is 3jil gl sl | 4dd Arabie Adverh [ sis iy sl | Add other Arabic Word / il ol gl cical |

Add Arabic Verh /25 0ol | Add Arabic Noun [ 53 ol 2l | Add Arabic Adjective fssndsa aii | Add Avabic Proper nouns f s 15 gl il |
Add Arabic Verh/jall wial | | English translate /a2l .l | |
Logical structures/-sabsal jébes| | || Add number / sl | - || Add Person | flesdl gy il | hd |
Add tense/ =5 | - H Add genter | sty cali | - || Enter/ daal || Clear/ gl |

|

Figure 7.7: Verb ‘to be’ 1
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Table 7.7: Test : Verb ‘to be’ 2

Arabic ~gl! Ul -anaalmhnds
human-translated | | am the engineer.
Google [ Engineer

Microsoft I am engineer

UniArab [ am the engineer.

In Table 7.6, the output of the Google translator is faultyhia verb ‘to be’ and defini-
tion. Microsoft’'s MT successfully translated the verb ‘@ ft is faulty in the definition
only. UniArab successfully translates the sentence inntsety. Figure 7.8 shows this
sentence output in the UniArab system.

B UniArab System 09

Here is your translation Enter an Arabic Sentence
I am the engineer. mdagall ui
Clear/ g— | Enter/ J=i

be'(L,[the engineer'])

fghatl posa bl & wandidl] ] sl ] AL s St i g gl 1]
K you need to add new Arahic words in the database: click on the appropriate tah

Add Arahic Demonstratives  #is 3jil gl sl | 4dd Arabie Adverh [ sis iy sl | Add other Arabic Word / il ol gl cical |

Add Arabic Verh /25 0ol | Add Arabic Noun [ 53 ol 2l | Add Arabic Adjective fssndsa aii | Add Avabic Proper nouns f s 15 gl il |
Add Arabic Verh/jall wial | | English translate /a2l .l | |
Logical structures/-sabsal jébes| | || Add number / sl | - || Add Person | flesdl gy il | hd |
Add tense/ =5 | - H Add genter | sty cali | - || Enter/ daal || Clear/ gl |

|

Figure 7.8: Verb ‘to be’ 2
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7.2.4 \erb ‘to have’

Table 7.8: Test : Verb ‘to have’ 1

Arabic =l cod o lgd gmt Eihgz
human-translated | | have made a reservation.
Google [ have made a reservation
Microsoft You have a booking

UniArab | have made a reservation.

In Table 7.8, the output of the Google translator is succésdicrosoft’'s MT is faulty

in person. UniArab successfully translates the sentenite @ntirety. Figure 7.9 shows

this sentence output in the UniArab system.

8 UniArab System 2009

Here is your translation Enter an Arabic Sentence
I have made a reservation. preun Caad SA1
Ty
Clear/ gl | Enter/ Jasl

<TNS:PAST[do'(I,[make"(Lreservation)])]~

Gghadl e il i bl gl 351 1 gl AR v Gl i (5l gl 3]
I vou need to add new Arahic words in the database: click on the appropriate tab

| Add Arahie Demonstratives / 532 bl gl isl | Add Arahic Adverh | w2 sl | Add other Arabie Word § s 81 aif ol ol |

4dd Avabic Verh / 4 i wbal | 4dd Arabic Noun/ wis pul sl | 4dd Arabic Adjective { s dia il | Add Arabic Proper nouns [ sis pio gl wial |

Add Arabic Vel waal | | English translate e il wial | \
Logical structures ikl gl | || Add number | sl ‘ - H Add Person / skesll g g sl |v|
Add tense/ g« |v || Add gender / il el | - || Enter/ J=ai || Clear/ g |

Figure 7.9: Verb ‘to have’ 1
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Table 7.9: Test : Verb ‘to have’ 2

Arabic A% ouaas aa) lgd fodt tokrty
human-translated | | have lost my ticket.

Google I've Tost my ticket

Microsoft i have lost 3 S5 tdkrty
UniArab [ have lost my ticket.

In Table 7.9, the output of the Google translator is succésMicrosoft’'s MT is faulty
in the object word. UniArab successfully translates thelesgre in its entirety. Figure

7.10 shows this sentence output in the UniArab system.

B UniArab System 2009

Here is your translation Enter an Arabic Sentence

I have lost my ticket. o SN 8 a8

Clear/ g— | Enter/ J=i

<TNS:PAST[do' (L, [lose'(T ticket)])]>

fghatl posa bl & wandidl] ] sl ] AL s St i g gl 1]
K you need to add new Arahic words in the database: click on the appropriate tah

| Add Arahic Demonstratives | 3is il gl wical | Add Arabic Adverh | sia wigh il | A3 other Arabic Word | sl i€ gl sl |
4dd Arahic Verh 53 0t ol Add Arabic Noun / 52 gul il | Add Arabic Adjective / uss b 22l | Add Arabie Proper nouns | s oo pul sl |

Add Arabic Verh/jasl izl | | English translate e il wii | \
Logical struciures ikl gl | || Add number | =il ‘ - || Add Person / sl g g sl |v|
Add tense/ o=4 |v || Add gender | ptillg sl | - || Enter/ Jasl || Clear/ gl |

Figure 7.10: Verb ‘to have’ 2
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7.2.5 Free word order

Here we show three Arabic sentences with different word ronwg@ch translate to the

same English output.

Table 7.10: Test : Free word order (Verb Noun Noun scenar&) on

Arabic J.J g8 £ yhogys lyR
human-translated | Qays loves Laila

Google Qais likes of Laila
Microsoft Love Qais lalili

UniArab Qays loves Laila

In Table 7.10, the output of the Google translator is faultyhe verb meaning and the

system added ‘of’ without any meaning in this sentence. d&ioft's MT translated each

word while ignoring the word order and meaning of the sergendniArab success-

fully translates the sentence in its entirety. Figure 7Hdwss this sentence output in the

UniArab system.

UniArab System 09

Here is your translation Enter an Arahic Sentence

Qays loves Laila.

Clear gl | | Enerisi

<TNS:PRES [do'(Qays. [love' (Qays,Laila)])]>

Jgadl g Sl 8 ol ] 5] i ] AT v L i gl sl 1]
Tfyou need o add new Arabic wonds in the daiabase: click on the appropriate tab

Add Arabic D ives f 3 sobil pal il | Add Arahic Adverh J s oh bal | Add other Arahic Word f sl 48 | sl |

Add Arabic Verh 53 b 2al | Add Avshie Noun/ws gl 26l | Add Avabie Adjertive | 1 d0a il

{7 Add Avbic Proper nouns | = o gl il |

Add Arahic Verb/fall vl English translate/fe 5l ol
| | |

Logieal structunesfdiiad! ioel ‘ | | Add number { =i

‘ - || Add Person [ jlesl g g sl ‘v‘

Add tense/ o ||| Aatd gonder | sésis sl [~ Enter/ s I

Clear/ gl

Figure 7.11: Free word order (Verb Noun Noun scenario one)
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Table 7.11: Test : Free word order (Verb Noun Noun scenar) tw

Arabic Y JJ —=_yhb lyla qys
human-translated | Qays loves Laila

Google Leila loves measured
Microsoft Love laili Qais

UniArab Qays loves Laila

In Table 7.11, the second ordering possibility is shown. dingut of the Google transla-
tor is faulty in the actor, the system can not analyse ‘whaduagat’, the actor is Qais but
the output makes the object the subject. Microsoft’s ti@oskranslates each word while
ignores the word order and the meaning of the sentence. dtraékes the object the
subject. UniArab successfully translates the sentences ientirety. Figure 7.12 shows

this sentence output in the UniArab system.

8 UniArab System 2009

Here is your translation Enter an Arabic Sentence
Qays loves Laila. s o
Clear/ gl | Enter/ Jasl

<TNS:PRES[do'(Qays,[love'(Qays,Laila)])]>

Gghadl e il i bl gl 351 1 gl AR v Gl i (5l gl 3]
I vou need to add new Arahic words in the database: click on the appropriate tab

| Add Arahie Demonstratives / 532 bl gl isl | Add Arahic Adverh | w2 sl | Add other Arabie Word § s 81 aif ol ol |
Add Arabic Verb { s b ksl | 4dd Arabic Noun [ wis gl il | 4dd Arabic Adjective / suis 4ia sl | 4dd Arahic Proper nouns | s ffe ol ial |

Add Arabic Vel waal | | English translate e il wial | \
Logical structures ikl gl | || Add number | sl ‘ - H Add Person / skesll g g sl |v|
Add tense/ g« |v || Add gender / il el | - || Enter/ J=ai || Clear/ g |

Figure 7.12: Free word order (Verb Noun Noun scenario two)
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Table 7.12: Test : Free word order (Verb Noun Noun scenareeih

Arabic J.J E 5 qys ylb lyla
human-translated | Qays loves Laila

Google Qais likes of Laila
Microsoft Qais love laili

UniArab Qays loves Laila

Table 7.12 shows the third possible sentence order. Theaibatghe Google translator
is faulty in verb meaning and adds an extra ‘of’ which does caoty any meaning.

Microsoft's MT translates each word while ignoring the wandler, tense and meaning
of the sentence. UniArab successfully translates the seat@a its entirety. Figure 7.13

shows this sentence output in the UniArab system.

B UniArab System 09

Here is your translation Enter an Arabic Sentence
Qays loves Laila. P sl
Clear/ gl | Enter/ Jasl

<TNS:PRES[do'(Qays,[love'(Qays,Laila)])]>

Gghadl e il i bl gl 351 1 gl AR v Gl i (5l gl 3]
I vou need to add new Arahic words in the database: click on the appropriate tab

Add Arabic Demonstratives f 2 334l pul wail | Add Arabic Adverh J 23 w3 x| Add other Arabic Word | sl 48 gl sl |

400 Arabic Verh /ass dddad | Add Arabic Noun [ sm ewl il | 40d Arabic Adjective / besndim el 4dd Avabic Proper nouns / s s gl sl |
4dd Arahic Verh/gall i | | English translatefias el | |
Logical structures bl jéagll | ||ndd number [ sl |v || Add PErson | fleal g g ol |v|
Addtense/ oo | = H Add gender / »<ally csiat | - || Enter/ sl || Clear/ g |

Figure 7.13: Free word order (Verb Noun Noun scenario three)
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7.2.6 Pro-drop

Table 7.13: Test: Pro-drop

Arabic 8 ;W&o fattnyaltayrh
human-transiated | I missed the plane.
Google Missed the plane
Microsoft ol fattnyplane
UniArab I missed the plane.

Table 7.13 shows an example of a pro—drop sentence. Thetaftthe Google trans-
lator is faulty in the point of pro-drop; the system did notfilne subject. Microsoft’s
MT did not recognize the important word in the sentence arsdqu it through to the
output. UniArab successfully translates the sentencesientirety. Figure 7.14 shows

this sentence output in the UniArab system.

B2 UniArab System 09

Here is your translation Enter an Arahic Sentence
I missed the plane. 3 il Al
Clear/ g | | Enter/gei

<TNS:PAST[de'(L, [miss"(Iplane])]>

Gighadl o Sl i bl k] gl i ] Al wagin bl e ol aagl 13)
Ifyou need to add new Arahic words in the datahase: click on the appropriate tah

Add Arabic Demonstratives § i bl gl bl | 4dd Arabic Adverh | 5> s sl | A4 other Arahic Word f ¢l 4.6 g1 sl |

Add Avabic Verh (2 08 220 | Add Arabic Noun /s pol il | Add Arabic Adjective / swsdbe il | A0d Arabic Proper nouns [ i o pal il |
A Arahic Verhioal wsl | | English translatefion i il |
Logical struetures/-siksd! jtgl | ‘ | Add number [ =il ‘ - || Add Person | jlecll g g il ‘ - |
Add tensel oA | = || Add gender { sfilg il ‘ -~ || Enter/ g || Clear/ g |

Figure 7.14: Pro-drop
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7.2.7 Transitivity of verbs

In Arabic and English, we can classify verbs as both inttargsitransitive and ditransi-

tive.

7.2.7.1 Intransitive

Table 7.14: Te§t . Intransitive 1

Arabic & cqne shyb ygra
human-translated | Suhaib reads.
Google Suhalib read
Microsoft suhaib reads
UniArab Suhaib reads.

Table 7.14 shows an example of an intransitive sentenceotpeit of the Google trans-
lator is faulty in tense. Microsoft’s and UniArab transletsuccessfully. Both systems
are translate the sentence in its entirety. Figure 7.15 shbig sentence output in the

UniArab system.

B UniArab System 09

Here is your translation Enter an Arabic Sentence

Suhaib reads. T qugea

Clear| gl ‘ Enter/ sl

<TNS:PRES<<[do'(Suhaib, [read'(Suhaib)])]>>>

gl i el 8 ol gl ] sl AR smvan Ll it gl i) 13
I youneed io 2dd new Arahic words in the dafabase: elick on the appropriaie tab

Add Arabic Demons iratives § s 5bil gl wil | Add Arabic Adverh | sis s il | Add other Arabic Word § 3! dd gl waual ‘

Add Axabic Verh f won 08 oal | Add Arabic Noun /s gl ol | Add Arabic Adjective /inn b ksl | 43d Arabic Propernouns j wia pe pul il |
A Arahic Verb/ il wo | English translate sn 58 chal |
Logieal structuregiiisd fbgl ‘ | | Add number | =i | & H Add Person / jtadl g g sl ‘ ~|
Add tensef o ‘v H Add gender / slg sl [+ || Eter) jsd H Clear gl |

Figure 7.15: Intransitive
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Table 7.15: Te§t . Intransitive 2
Arabic LS 1 & e shyb ygra kiyra
human-translated | Suhaib reads a lot.
Google Souhaib read a lot
Microsoft suhaib reads much
UniArab Suhaib reads a lot.

Table 7.15 shows an example of an intransitive with an advidtb output of the Google

translator has given the wrong tense. Microsoft's and UabAtranslators are both suc-

cessful. Both systems are translate the sentence in itegntihough the Microsoft

output is more formal. Figure 7.16 shows this sentence ¢utghe UniArab system.

8 UniArab System 2009

Here is your translation

Enter an Arabic Sentence

Suhaib reads a lot.

1S 1 qugua

Clear| g

| Enter/ ja

<TNS:PRES<<lot[do'(Suhaib,[read'(Suhaib)])]>>>

Gghadl e il i bl gl 351 1 gl AR v Gl i (5l gl 3]
I vou need to add new Arahic words in the database: click on the appropriate tab

| Add Arabic Demonsiratives § 85 ikil pl il |'m3mhimdumraauﬁu—a‘l \ Add other Arabic Word / a0 4t gl il |
4dd Avabic Verh / 4 i wbal | 4dd Arabic Noun/ wis pul sl | 4dd Arabic Adjective { s dia il | Add Arabic Proper nouns [ sis pio gl wial |

Add Arabic Verh/il bl | | English translate e sl wbai | \

Logical structures ikl gl | || Add number / =l ‘ - H Add Person / skesll g g sl |v|

Add tense/ g5 |~ || Add gender | 4y el | - || Enter/ j= Clear/ gl |

Figure 7.16: Intransitive with an adverb
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7.2. SENTENCE TESTS

7.2.7.2 Transitive

Table 7.16: Test : Transitive

Arabic o guld] gl CL“’J ydh mark alhaswb
human-translated | Mark is fixing the computer.

Google Mark works computer

Microsoft Marc computer works

UniArab Mark is fixing the computer.

In Table 7.16, the output of the Google and Microsoft’s ttattgs are faulty in the verb
‘to be’ and the meaning of the verb. UniArab successfullpstates the sentence in its

entirety. Figure 7.17 shows this sentence output in the thbAystem.

B UniArab System 09

Here is your translation Enteran Arabic Sentence

Mark is fixing the computer. o gurlad) & jla mleas

Clear/ g— | Enter/ =i

<TNS:PRES [do'(Marl.fix'(Mark, computer)])]>

Jotadl an Sl & ol ] ] i gl ARl vt calald iy caayl 13
If you need to add new Arahic words in the datahase: click on the appropriate tah

Add Arahic Demonstratives | 22 530l el il \ Add Arabic Adverh | w1 ol il \ Add other Arabic Word f 55l daf g1 cioal \
Add Arabic Verh (s pd sl | Add Avabic Noun/wsa pul i | Add Arabic Adjective (3usdda il | Add Avabic Proper nowuns f sun gl pul bl |

| English translaiera sl il |

Add Arahic Verh/jall wesl

Logical structures Akl sl | | ‘ Add number / sl |~ || Add Person | plesll g il | ~|

Add tense/ o= 4 ‘ - ” Add gender / sl el ‘ - H Enter/ dsal ” Clear/ gl |

Figure 7.17: Transitive
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7.2. SENTENCE TESTS

7.2.7.3 Ditransitiv

e

Table 7.17: Test : Ditransitive 1

Arabic ol e UL.:J sa hwata hald kiab
human-transiated | He gave Khalid a book.

Google Khaled was given a book

Microsoft Is given Khaled book

UniArab He gave Khalid a book.

Table 7.17 shows an example of a ditransitive. The output®f3oogle has been given

in the passive tense. Microsoft’s translator gives an iresroutput. UniArab success-

fully translates the sentence in its entirety. Figure 7H@xss this sentence output in the

UniArab system.

B2 UniArab System 09

Here is your translation Enter an Arahic Sentence
He gave Khalid a hook. s s ‘_,..'hm )
Clear! gl | | Enter/gei
<TNS:PAST[do'(he,0) CAUSE[BECOME_have'(Khalid,book)]]>
Gighadl o Sl i bl k] gl i ] Al wagin bl e ol aagl 13)
Ifyou need to add new Arahic words in the datahase: click on the appropriate tah
Add Arabic Demonstratives § i bl gl bl | 4dd Arabic Adverh | 5> s sl | A4 other Arahic Word f ¢l 4.6 g1 sl |

Add Avabic Verh (2 08 220 | Add Arabic Noun /s pol il | Add Arabic Adjective / swsdbe il | A0d Arabic Proper nouns [ i o pal il |
Addl Arabic Verh il sl | \ English translate/s 35 il | \
Logical struetures/-siksd! jtgl | ‘ | Add number [ =il ‘ - || Add Person | jlecll g g il ‘ - |
Add tense/ o | - || Rdd gender | sl casbd ‘ -~ || Enter] gl || Clear/ gl |

Figure 7.18: Ditransitive 1
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Table 7.18: Test : Ditransitive with 2 NP

Arabic JL ) ﬁ‘ <2 9, mark yry admalrsalh
human-translated | Mark is showing Adam the letter.
Google Mark Adam see the letter.

Microsoft Marc finds Adam message.

UniArab Mark is showing Adam the letter.

Table 7.18 shows an example of another ditransitive. Theutaf the Google translator
is faulty in determining the actor, the system can not amalyiso does what. Microsoft’s
translator is faulty in the meaning of the verb and in sergameaning. UniArab suc-
cessfully translates the sentence in its entirety. Figut® ghows this sentence output in

the UniArab system.

B UniArab System 2009

Here is your translation Enter an Arahic Sentence
Mark is showing Adam the letter. L Al ) ?'ﬂ sl
Clear/ g | Entersgsd

<TNS:PRES [do"(Mark,0)CAUSE[BECOME _see'(Adam letter)]]>

Gighadl o Sl i bl k] gl i ] Al wagin bl e ol aagl 13)
Ifyou need to add new Arahic words in the datahase: click on the appropriate tah

Add Arabie Demonstratives | 53 0l gal il | Add Arabic Adverh / 55 )k viosl | Add other Arabic Word / sl 4aif gl il |
Add Arabic Verh / 502 62l | Add Avabic Noun / 552 ol 220 | Add Avabic Adjective /532 4be 2l | Add Aralic Proper nouns { 32 oo pul il |

Add Arabic Verbigdl sl | | English translate/ia il casi | |
Logical siructures/ il jlgll ” | ‘ Add number / s=di | - H Add Person | plesll gy vl ‘ - |
Add tense/ o |+ || ada gender s sy cuia |~ Enter/ das! I Clear/ g |

Figure 7.19: Ditransitive with 2 NP
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7.2. SENTENCE TESTS

Table 7.19: Test : Ditransitive with preposition

Arabic

b W el & mratahald kiab

human-translated

Omar gave a book to Khalid.

Google Omar Khaled gave a book
Microsoft Omar gave Khalid book
UniArab Omar gave a book to Khalid.

Table 7.19 shows

an example of ditransitive. The output ef @oogle translator is

faulty in determining the actor, the system can not analylse does what. Microsoft's

translator is faulty
fully translates the

UniArab system.

B UniArab System 09

loosing the definite article and senoéemeaning. UniArab success-

sentence in its entirety. Figure 72 this sentence output in the

Here is your translation Enter an Arabic Sentence

Omar gave a book to Khalid.

Clear gl | Enter/ Jaal

<TNS:PAST[do'(Omar,0)CAUSE[BECOME have'(to Khalid,book)]]>

dghall poan Sl o wsaliall o] 51 pis ] AT sisn Ll chns G Gyl 13
Ifvou need to add new Arahic words in the daiabase: click on the appropriate tab

Add Arabic Demonsiratives f 2 &,

il gl 2l | d Arahic Adverh | wis b il | Add other Arahic Wond | 5.8l dalf 1 2l |

Add Arahic Verb [ s bl sl

Add Arabic Verh/dall vl

Logical structures /il gyl

| Add Arabic Noun /wia pal il | Add Arabic Adjective fsnsadbe sl | 4dd Arabic Proper nouns | wia 15 gl ioal |

| | English translatebies 3l i | \

| | | Add number { s ‘ = || A Person | sl g g il ‘ ~|

Add tense/ o=

Enter/ Jl

|v!| Add gender { pallg el ‘ v“

Clear/ gl |

Figure 7.20: Ditransitive with preposition
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7.2. SENTENCE TESTS

7.2.8 Limitation of UniArab

Table 7.20: Test : Limitation of UniArab

Arabic s 41w sl snaafr gdailams
human-translated | We will travel to Egypt tomorrow
Google Tomorrow he travels to Egypt
Microsoft _#lud. snsafr on to Egypt

UniArab

Table 7.20 shows another example of a pro—drop sentence.ottpat of the Google
translator is faulty on the point of pro-drop; the systemmbdifind the subject. We found
that Microsoft’s MT did not recognize the important word retsentence and passed it
through to the output. UniArab fails to give a translatioacause this structure does not
exist in the system. Since RRG is built upon the logical stme&; when an unknown
structure is encountered, it cannot produce an output, #wme of the words are in

the lexicon. Figure 7.21 shows this sentence output in th&tab system.

B UniArab System 09

Heze is your franslation Enieran Arabic Senience
null raa )1 e
Clear/ gl ‘ Enter/ Jasi
phall goonn Sl 5 ol ] il i ol Aol it bl i 3 1 14
If you need to add new Arahic words in the database: click on the appropriate fah
Add Arabie Demonsiratives | 33 &34l gl il | Add Arabic Adverh / 332 s sl | Add other Arabic Word f ] 48 gl il |
Add Arabic Verh | 32 gt sl \ Add Avahic Noun [ w2 pul il | Add Avabic Adjective [ s s il [" Add Arabic Proper nowuns [ sis g el wicil

444 Arahic Vet il wicsl | || Engtish translatetis st it \ |
' 1
Logical structures Alaal gl | || ndd numbe s v h Add Person / sl g wius! ]

Add tense! o ‘ - \| Add gender / a5 ci ‘ - \| Enter/ éss! H Clear/ gl

Figure 7.21: Limitation of UniArab 1
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In a case where a word is not available in the lexicon, butalyechl structure is recog-
nised, UniArab will output a correctly structured trangat but with the unknown Ara-
bic word in its position within the English sentence. Thiskesthe system resilient

to slight misspellings which can be recognised and cordectagure 7.22 shows this

sentence output in the UniArab system.

B UniArab System 09

Here is your translation Enter an Arabic Sentence

Essam drove » jedl, IO PR

Clear/ gl ‘ Enter/ i

<TNS:PAST[do'(Essam,dvive'(Essam.y)])]>

phall goonn Sl 5 ol ] il i ol Aol it bl i 3 1 14
If you need to add new Arahic words in the database: click on the appropriate fah

Add Arabic Demonsiratives | 32 34l gal il | Add Arabic Adverh | 33 ok il | Add other Arabic Word f sl 4alf gl isl |
Add Arabic Adjective (i s 3 | 43d Arabic Proper nouns [ s g el il |

A0 Arahic Verh /43 08 &al | Add Arabie Noun/ s el bl |

Add Arahic Verh/ il el | | English iranslate/is 8l wiosl

Logical structures Alaal gl | | | Add number ( =4 v H Add Person / sl g wius! | ~

Enter/ dss! H Clear/ gl ‘

Add tense! o5 ‘ - H Add gender / il wsi ‘ - \|

Figure 7.22: Limitation of UniArab 2
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7.2. SENTENCE TESTS

Table 7.21: Test : Limitation of UniArab 3 using non existimgnsense word

Arabic Ca.ma..a S W hald ksr dstqfg

human-translated | Khaled broke W dstqfg this word is not an Arabic word).
Google Khalid break Dsthagafg

Microsoft Khaled Cu.wa.w dstqfg break

UniArab Khaled broke'cb.'a'.i'..a dstqfg

In Table 7.21, we show how the system responds to an unknoweh Wdée have put in a
non-word in the Arabic sentence. The output of the GoogleMitdosoft’s translators
are faulty in the verb. Microsoft’s translator put the unlmoword in the wrong position.
Google transliterates the word and puts it in the correcitipos UniArab successfully
translates the verb and puts the unknown word in the coraestipn. Figure 7.23 shows

this sentence output in the UniArab system.

B UniArab System 2009

Here is your translation Enter an Arabic Sentence

Khalid broke gitias, i pus S

Clear) gl | Enter/ jsil

<TNS:PAST[do'(Khalid, [breal'(Khalid,y)])]~

Joatl e Sl 8 ol ] U5 1 T AT i S s o sl 14
Ifyou need 1o add new Arahic words in the database: click on the appropriate tab

Add Arohic Demonsiratives | 35 ol gl il | Add Arahic Adverh J i <058 .l | Add oiher Arabic Word J s8] 48 o) ol |
Adi Arabic Verh /s 6 ioal | Add Arabic Noun/ 3 pul il | 4dd Arabie Adjective f suia dba bl | Add Arabic Proper nouns | 2 o> pul bl

A Arahic Verb/duill wial ‘ | English translate /i s cial |

Logiral strusfures it gl ‘ || nca numper / sm |+ || naaPerson st g5 s [+ |

Addtensef gs A ‘ vH Add gender / pSadly cub |vH Enter/ Js:l ” Clear/ g |

Figure 7.23: Limitation of UniArab 3
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7.3. SYSTEM EVALUATION

7.3 System evaluation

UniArab supports simple sentences with one or two argun@mmtempounds. We have
a number of sentences that were created to aid the gramne&ams bf coverage of basic
Arabic sentence structures. Further research should bducted to incorporate more

stages into UniArab.

UniArab is based on RRG, and the logical structure of a seeténthe key piece of

information for producing a translation. The system is pangmed to be capable of
dealing with specific structures. Once a structure is edabléhin the system, the only
limit on translating sentences of that structure is the aye of the vocabulary. Hence, if
a specific sentence structure exists with in UniArab, anyesere of that structure can be
translated. This is a strength of being RRG-based, sincsttheture and vocabulary are
dealt with independently, and vocabulary is more straayiatérd to improve. The struc-
ture is also independent of issues of gender and tense, \ahécbnly considered once
a structure has been assigned, to determine who does whatie Alevelop UniArab,

adding further structures increases the coverage by ademasile amount. However, as

the number of structures increases, word ambiguity wilbipee a bigger issue.

UniArab uses an XML-formatted data-source as its lexicome Key strength is that
this data source is open, and can be used under any opengsiegns and accessed us-
ing different tools and languages. The search engine weousecess the data source is
able to deal with Arabic words which translate into multqalerd English phrases. For
example, . j aryd in Arabic translates td want However, in its current state, we

cannot find single entries that consist of multiple Arabiadg For examplg’_&‘ s

Sbak alhgzin Arabic translates ta@ounterin English; the system cannot deal with this
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7.3. SYSTEM EVALUATION

yet. Another example isu! P52 o=l & mrylb ywmalsbtwhich meanOmar
plays on SaturdayThe structure of this sentence works in the system, howswvere the
two words ! ps ywm alsbttranslate to a single English worB8aturday and the
search engine cannot deal with this now. This also affeatsnigl and bigrams. We can
overcome this issue by modifying the database and searohtaly. For each n-gram
phrase, we index it by the first word. When we search the dagatos this token, we get
the single word translation and any n-grams starting wighvilord. Then we can check

the sentence to see if these n-grams are matched.

Another limitation exists because we are not yet dealindgp wrmbiguity. A word like
rkf- {m can have many different meanings in Arabic, for exampleait mean flag,
taught, knowledge or discovered. At the moment, the Aralmmmight exist for differ-
ent parts of speech. The search extracts all of them, but lyeiea the first one returned.
Once we deal with ambiguity, we will have to analyse the défg results, looking at the

sentence structures to decide which translation to use.

Since our system is based on RRG, the logical structure oheesee is the basis of
the translation. This was very useful, since it allows thetesy to deal with issues that
can be complicated, like free-word-order, and determitimggactor and undergoer. The
lexicon used in UniArab can be refined further, and we wowd tb do this in further
research. At the moment, the lexicon contains entries f@isiArabic words, which can
in some cases translate to clauses in English. For examgpl®, glmytranslates tony
pen Theé y at the end of the Arabic word is the possessiwein English. Similarly,
(3-'5-1\.5 balgim translates tavith the penthe _ b translates tavith (or using, the J! al

is the definite articlehe Finally, k2 bglmytranslates tavith my pen In the future,

it makes sense to simplify the lexicon by including only tfasie noun, and allowing the
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7.3. SYSTEM EVALUATION

search engine to extract these extra modifiers. Hence, weamdg a single entry for the
basic noun, rather than an entry for each possible occwgrenkis reduces the size of

the lexicon, and hence the speed of the search routine.

At the moment, the lexicon is categorised into seven parspeéch. We have designed
the GUI so that when adding a specific word to the lexicon, dméyrelated options are
presented to the user for that part of speech. This miningsess when entering data.
As our research extends, we may need to modify the catetjorisd the lexicon to allow
for more complicated word types.

UniArab does not process ambiguous words or complex sesdesa far, in this research.
This research focussed first on discovering whether thedbgiructure of a sentence,
based on RRG can be used for translation. Hence, we decidedittthe scope of the
project, since this is work in a new area, that has not beesstigated before. We fully
expect to expand the system to allow it to cope with ambiguitize future. The system’s
reliability depends on the data source and fails to handk@onn words. UniArab does
not process single words, even if those words are in itsdexibecause UniArab is built

on the logical structure of verbs.

In our comparison with other translation systems we havd sgBplex sentences. While
UniArab is limited to simplex sentences and has limited cage, we believe it is essen-
tial to reach high quality translation of these sentencss fim order to be able to expand
to high quality translations of more complex sentences. &vesee that the existing tools
cannot even achieve reasonable translations of simplégrsses, so how can we expect
them to give high quality translations of larger text? Weéndwnd that small errors in
the initial analysis of a sentence can cause huge errorifirtal translation, so high

guality analysis is very important.
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7.4 Summary

In this chapter we subjected the UniArab System to a seriéssts$ in a wide range of
sentence categories. For each test we compared the relstdisenl through UniArab

to those obtained when using translation engines from Goagtl Microsoft. We also
presented a human-translated equivalent to each. In spntine Google and Microsoft
translators gave mixed results. In many cases, sentenagmgesas lacking, and even
some basic constructs could not be translated. Perhapssthise to their focus on

translating long sentences and paragraphs. We highlightedy comparing them to
UniArab for longer compound sentences and found that théyirdieed convey more
of the meaning. These results suggest that RRG is a prongaimgjdate for Arabic to

English Machine translation, and as the grammar is devdldpe system should begin
to cope with more complicated sentences. For simplex seasefintransitive, transitive

and ditransitive) it clearly outperforms existing systems
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Now is not the end.
It is not the beginning of the end.

It is perhaps, the end of the beginning.

Winston Churchill

Conclusion

In this thesis we have presented an Arabic to English madhamslation system called
UniArab, which is based on the Role and Reference Grammaeimdue detailed the
design of the system and how it was built to accommodate fsgeof the Arabic lan-

guage and the generation of English translations.

We started with the goal of designing a machine translatistesn that could show
whether we can extract logical structure from Arabic seegsrusing RRG, and use this
to produce high quality translations into English. We badiéhe results shown in Chap-
ter 7 show that our system has proved this, and that our méshadre robust for these
cases, than other MT systems. There are still a number of avhech need to be de-
veloped for UniArab to achieve more coverage, and we betieaewe can build on the

work we have done so far.

Since the logical structure is separate from the vocabulahen we focus on giving
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the system capability to deal with a large number of strgctariations, it becomes sig-
nificantly more powerful since each structure representpaasible sentences of that
structure regardless of the specific words included. Thassgnificant point, since vo-

cabulary is easy to develop, but structure requires mucle mifbort.

The major challenge we faced was to use RRG within a machareslation system.
UniArab is the first MT system that uses RRG.In the Arabic lilsgic tradition there is
not a clear-cut, well-defined analysis of the inventory attpaf speech in Arabic. We
found that the existent classifications were not suitabid,s0 we had to create a clas-
sification that made sense for RRG-based translation. We walgle to extract logical
structures that made sense from natural Arabic. And we weoeadble to generate En-

glish translations from this logical structure.

Some specific challenges included dealing with the absehttee@opula verb, ‘to be’,
in Arabic. To solve this, we had to look at some Arabic serdenhich do not contain
verbs, and correctly deduce how to extract the copula. Foed erder was another chal-
lenge due to its widespread presence in Arabic, and this alasdby detailed analysis

of the source language and incorporating this in the logitakture.

We have discoverd that RRG is a realistic basis for macheestation systems. The
use of a sentence’s logical structure to create transktsorobust and gives high quality

translations which can deal with some of the challengesr@iuages like Arabic.

Our work has contributed the first machine translation sgst@sed on RRG, which
we have used to prove its effectiveness for MT. This was a n@jallenge as we had

little work to refer to. We have also advanced work on Aralicguage classification,
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8.1. THESIS SUMMARY

and so we hope our work will be the beginning of more work iis iena. We believe

this serves as an excellent foundation for further researtthe area.

While statistical machine translation has been promotethagy, we believe that lan-
gauges, expecially rich languages like Arabic, are veryaoiged and structural, and
such approaches cannot correctly deal with the wide vapietgntence structures. When
these systems cannot deal with simplex sentences, as weslhawe in Chapter 7, how
do we expect them to correctly translate whole paragraphs®id approach, we expect
that high quality translations of simplex sentences areotiig basis which can build to
good translations of whole paragraphs. The results we haasepted are the first step
in applying RRG to sophisticated translation. By focussimghis initial stage on the

basics, we build a more solid foundation for the next stage.

8.1 Thesis summary

In Chapter 2, we presented a summary overview of the graratatructure of the Ara-
bic language. We detailed various sentence structures laasvenique word attributes
like gender rules applied to all words and duality in numb¥e. discussed how some of

these properties could be used to extract information adenience structure.

In Chapter 3, we presented the Role and Reference Grammaai naod showed how it
could be used to deduce the logical structure of sentenckgraduce a lexical represen-

tation which could be used as the interlingua.

In Chapter 4, we presented various approaches to machmmgat@n. We compared
direct translation, transfer systems and interlinguaesystand showed how interlingua

systems require significantly more effort in the analysid ganeration stages, but have
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8.2. SUMMARY OF THESIS CONTRIBUTIONS

a distinct advantage in the simplicity of the translationgass. Furthermore, they are
more flexible in terms of adding extra languages. We als@tbdbout the challenges of

machine translation, with a specific focus on those spedifibeé Arabic language.

In Chapter 5, we presented a high-level view of the systemdwork and defined our

evaluation criteria for measuring system performance.

In Chapter 6, we detailed the technical aspects of UniAraliecng all the phases in-
volved in the machine translation process. We describelb#ieal system that underlies
UniArab, detailing the attribute information held for eagpe of word. We discussed the
generation phase and how the system maps the logical seucta target English sen-
tence. We then briefly discussed the user interface, and ebthe technical challenges

encountered during the implementation.

In Chapter 7, we presented the results of our evaluation aAtdb for a wide vari-

ety of sentence types. We compared its results to those dBtiugle and Microsoft
translators as well as human translation. We found thagrticantly outperforms the
other automated translation systems, matching humaratams We discussed its limits

in regards to complex sentence structures.

8.2 Summary of thesis contributions

This thesis contributions are summarised as follows:

¢ A detailed presentation of the structure of Arabic senteraeel a discussion of the

language’s unique features.

e Adetailed system framework for implementing RRG machiaastation for Arabic
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8.3. FUTURE WORK

and proving the suitability of the model.

e A detailed technical implementation of an Arabic to Englelachine translator
based on the RRG model, including user interface and a cud#signed, extensible

data source.

e An evaluation of the translation system and comparisonistiayg commercial sys-

tems.

e Specifying verb ‘to be’, free word order, pro-drop and titnsy of verbs.

8.3 Future work

Given the scope of this Masters research project, there anender of areas where this
work could be extended. Firstly, the question of ambigustyery interesting. We feel
that RRG is suited to overcoming word ambiguity by using sec¢ structure, and would
like to explore this. We would also like to incorporate mooenpound structures allow-
ing UniArab to deal with more complex sentences. We would Bl® to explore the auto
generation of lexicon information from Arabic source vealssa way to quickly populate

the lexical source.

The main topic of investigation is the development of a frewordx for translating Arabic

to English based on RRG. The framework is designed to demataghe capabilities of
RRG as a base for machine translation of Arabic into Englghgian interlingua bridge
strategy. This thesis showed that RRG facilitates the katina process from a specific

language to other languages. Future research should focus o

(1) Enhancing and extending the UniArab system to supporematural Arabic sen-

tences, and word ambiguity, in particular:
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8.3. FUTURE WORK

e To understand, process, and translate complex predicadasalti-clause sen-

tences in coordinate, subordinate and cosubordinatiantstes.

e To understand, process and translate voice and valencsasing/decreasing

operations in the machine translation of Arabic.

e To design a lexicon architecture to support the morphokdgiemplates for
Arabic words into their respective consonantal and vowslponents with the

appropriate word formation rules implemented in software.

e To extend the underlying theory of RRG to encompass morg fiaé lexicon,

syntax and morphology of Arabic.

(2) Evaluating UniArab with respect to other systems basedan-RRG methods.
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Buckwalter Arabic transliteration

Arabic Letter and Phonetic Value | Letter Name | Unicode
1 [la ALEF u0627
2 |ob BEH u0628
3 |ot TEH uO62A
4 | &t THEH u062B
5 ¢ 8 JEEM u062C
6 z h HAH u062D
7 'th KHAH uO62E
8 |»>d DAL uO62F
9 |5d THAL u0630
10| ,r REH u0631
11] 5z ZAIN u0632
12| s SEEN u0633
13| 45 SHEEN u0634
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Arabic Letter and Phonetic Value | Letter Name | Unicode
14| 2 s SAD u0635
15| 2 d DAD u0636
16| Lt TAH u0637
17| L z ZAH u0638
18 & < AIN u0639
19]¢ g GHAIN UOB3A
20| L f FEH u0641
21| & q QAF u0642
22 | Jk KAF u0643
23| J1 LAM u0644
24 e M MEEM u0645
25| o n NOON u0646
26| a h HEH 0647
27| s w WAW u0648
28 SY YEH uO64A
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Arabic Letter and Phonetic Value | Letter Name Unicode
29| ¢ > HAMZA u0621
304 ALEF WITH HAMZA UNDER | u0625
31| 1a ALEF WITH HAMZA ABOVE | u0623
3214 ALEF WITH MADDA ABOVE | u0622
33| sa YEH u0649
34| %y YEH WITH HAMZA ABOVE | u0626
35] §w WAW WITH HAMZA ABOVE | u0624
36| 5 h TEH MARBUTA u0629
37| 1a FATHA UOB4E
38| 1u DAMMA UOB4AF
391 KASRA u0650
40| 1 an TANWIN ALFATH u064B
41 |1 un TANWIN ALDAM u064C
42 Vin TANWIN ALKASER u064D
43| 1 SKOON u0652
44 |\ SHADDA u0651
45] ¢ 2 ARABIC QUESTION MARK | UO61F
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List of translatable sentences

| want a ring. €L> X j aryd_hatm

| forgot my wallet.|| &aa coud nsyt mifizty

| missed the plang; 5 ;)| a5 fattnyaltayrh

| want a room. Lo j aryd grfh

| am a tourist. iu ui -ana syh

| am alone. s> Ll ana whdy

| am Irish. L__S-\*'Jj.‘ b ana ayrindy

we are students. || i3 = nhn tlamyd

he is an engineer.|| .4 ¢a hw mhnds

145




| am an engineer.

e Ul ana mhnds

| am the engineer.

gl u -anaamhnds

Sarah hurts Yousuf.

gy 0l C} tgrh sarh ywsf

Sarah hurts Yousuf.

2wy CJ; o L. sarh tgrh ywsf

Sarah hurts Yousuf.

ol 2wy CJ‘ tgrh ywsf @rh

Omar will drink the milk.

& oWl O & sySrballbn mr

Omar will drink the milk.

oWl & o &ew sySrbamrallbn

Khalid is drinking the milk.

oWl W o & ySrb hald allbn

Khalid drank the milk.

Ul s o & Srb_hald allbn

Omar is visiting Ireland.

L\;Jjjﬁj_ yzwr mr ayrinda

Qays loves Laila.

&= i qys yib lyla

Qays loves Laila.

& 8 2 yhb gys lyR

Qays loves Laila.

o M = yhblylagys

Laila loves Qays.

o o= M lylathb gys

Laila loves Qays.

o A o= thblylagys

Laila loves Qays.

J:J s o< thb gys lyh

Omar read the book.

S e Ls qgr-a mr alktab

Brian read the book.

we] L.e el brayn gra alktab
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she is an engineer.

v hgo A hy mhndsh

Zaid loves Fatima.

Wbl = w5 zyd yib fatmh

Zaid loves Fatima.

Lbl W ; = yhob zyd Bfmh

Zaid loves Fatima.

A &bl (= yhb fatmh zyd

Fatima loves Zaid.

A f bl fatmh tho zyd

Fatima loves Zaid.

X bl L& thb fatmh zyd

Fatima loves Zaid.

Lble W ; & thb zyd &tmh

Eman drew her school.

L, de Olel e, rsmtdyman mdrstia

Louis hit Mark.

e il o A2 drblwys nark

Louis hit Mark.

Dl O a2 iyl IWys db mark

Mark hit Louis.

sy o 2 4L mark drb Iwys

Mark hit Louis.

g9 3l o > drb mark lwys

Brian wrote the book.

ol L7 ol brayn ktbalktab

Ayesha wrote the book.

LS s sle @ysh ktbtalktab

Eman wrote the book.

< US glel cus” ktbt iyman alktab

| have made a reservatio

|

1ot L ed o lgd gmt ilhgz

| have lost my ticket.

45X wazs aa) lgd fodt tckrty

| am a doctor.

b Ul ana toyb
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Abbas is playing with the ball.

5Ll ol ylb bas kalkrh

Abbas is playing with the ball.

5L by plis bas ylb balkrh

Abbas is playing with the ball.

e ol 3, balkrh ylb bas

Yousuf played with the ball.

8 AL Cawgy ) 1D ywsf kalkrh

Yousuf played with the ball.

Cawys 8 Ll | balkrh ywsf

Yousuf played with the ball.

Cawys a3 QU balkrh 1 ywsf

Yousuf will play with the ball.

5 L Cawgs mliw syl ywsf kalkrh

Yousuf will play with the ball.

8 L alew oy ywsf syb balkrh

Yousuf will play with the ball.

Cawgs ankew 3 U balkrh syt ywsf

Essam played with the spoon.

Galll plas ) 1D sAm BIMIgh

Essam will play with the spoon.

Gl plas Calew sylb sam EImigh

Essam is playing with the spoon

Gl plas b ylb sam Imigh

Essam played with the spoons.

3L plas (. 10 sam mImiag

Essam will play with the spoons

3L plas Calew syl sam EIMag

Essam is playing with the spoon

5. 3oL plas (b ylb sam BIMIaY

Mansour ate with the spoon.

aalll | gaaie f‘ akl mnsvr balmlgh

Mansour ate with the spoon.

Gl f‘ |, geaie Mnsvr akl balmigh

Mansour ate with the spoon.

) geaie f‘ &=L balmlgh akl mnsvr
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Jack is eating with the spoo

1 LUl S Jfb yakl gak kalmigh

Jack will eat with the spoon,

Gall db sl syakl gak kalmigh

Jack killed Mary.

sl de |5 gtl gak mary

Jack killed Mary.

sl S8 de gak gtl mary

Mary killed Jack.

J> 5,k s gtit mary gak

Mary killed Jack.

d> ol ¢, mary gtlt gak

Jack killed the man.

J= JV de s qgtl gakalrgl

Jack killed the man.

J= b )5 Jde gak gtlalrgl

The man killed Jack.

d 3 = ) alrgl gtl gak

The man killed Jack.

do = J L3 gtl alrgl gak

Suhaib bellowed the fire.

JUV A& Cne shyb nfhalnar

Suhaib bellowed the fire.

e W Aas nfhalnar shyb

Suhaib bellowed the fire.

LUV Cne Aas nthshybalnar

Sulaiman opened the door.

Oleds LU C.d fth albab slynan

Sulaiman opened the door.

oWl — Olede slyman fthalbab

Sulaiman opened the door.

oWl Hledw — fth slyman albab

Zaid took the book.

ot oy de ahd zydalktab
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Zaid took the book. L sl X ; zyd-ahd alktab

Qays took the files. ol s ] ahd qysalmifat

Qays took the files. ol s ] ahd qysalmifat

Brian rides the bus. bl 57, o1, brayn yrkbalhaflh
Brian rides the bus. bl o), S, yrkb braynalhaflh
Fahmy rides the car. 5 Ll LS, o+ fhmy yrkbalsyarh
Fahmy rides the car. 5l o S _» yrkb fhmyalsyarh
Fahmy rides the car. s O)ldl LS, yrkbalsyarh fhmy

Khalid answered the questiop. J!5.J! gT)\D_;‘ A hald :agab alswal

)

Khalid answered the question. J& JI5.J! ;_,\o,;& agab alswal hald

-

Khalid answered the questiop. JI3.J! Wl gT)\D_;‘ agab hald alswal

)

Rashid broke the window. sasll W8 asl, radd ksralnatdh

Rashid broke the window. sasll wsl, WS ksrraSdalnatdh

Rashid broke the window. sty 3l WS ksralnafdh rasd

Khalid broke his toy. <al W WS ksr hald [bth
Omar tore the book. o & Gy mzgmr alktab
Omar tore the book. o) 5o & mr mzgalktab

Omar tore the book. & oK) B mzgalktab mr
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Ayah tore the page.

a1 235 & ayh mzgglkys

Ayah tore the page.

o) Sl 25 mzgtalkysayh

Ayah tore the page.

a1 &l 235 mzgtayhalkys

Omar opened his present.

TRV o C.s fth mr hdyth

Omar opened the window.

sl e C,d fth mr alnafdh

Omar opened the door.

<l 2% & mrfthalbab

James combed his hair.

0 pmon> lade MStGyms Sh

James combed his hair.

0 o dade o> Qyms mSkrh

Eric cleaned the window.

sasll & 5l Calai nA dyryk alnafdh

Eric cleaned the plane.

5 pUall alai & ) Hyryk nA altayrh

Eric cleaned the house.

& 1 JA Calsi nZA almnzliyryk

Sarah wiped the table.

Jollall o, e mstt sarh altawlh

Sarah wiped the table.

Jyllal s 0, sarh msh altawlh

Rogiah will cook the dinner

slaadl 43, C“‘”‘“ stbhrgyh alsa:

Rogiah will cook the dinner

s Ll | CJQM i3, rqyh stbhalsa-

Rogiah will cook the dinner

i3, sliall C"‘”‘“ stbhal&a: rqyh

Harold pinched James.

s> Mg o o 3 grsharwld gyms

Harold pinched James.

s> 22 Mg s harwld grsgyms
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he is a doctor. b 9o hw tbyb

Ayah is spending her money. lasqa5 520 «J ayh tnfq nqwda
Ayah is spending her money. la>q%; 4;‘ 25 tnfqayh nqwdia
Henry lost his money. 0392) b &Ju: hnry fqd nqwdh
Henry lost his money. 02 92 &M a2s fgqd hnry ngwdh
Adam punched Philip. e f.ﬂ {Q lkm -adm fylyb
Zakiah killed Sarah. ol 4575 <A qtlt zkyh @rh
Zakiah killed Sarah. ol o3 oS zkyh qtlt sirh

Mark slapped Louis. N Ca..a sf<mark lwys

Mark slapped Louis. gy Cw 4L mark g<lwys
Sarah hates Zakiah. 5 o,lu o S tkrh sarh zkyh
Sarah hates Zakiah. 455 05 o, sarh tkrh zkyh
Ayesha phoned Eman. olel Ll cwla hatft @yShiyman
Ayesha phoned Eman. olel casla aile aysh fatft 4yman
Ayah thanked Khalid. A ol o Lo skrt-ayh Hald

Ayah thanked Khalid. e o Lo ol ayh skrt lald
Sarah called Adam. +31 o )lu s nadt sarh adm
Sarah called Adam. 231 &b o,Lu sarh nadt adm
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Eman saw Sarah.

o )l olel ub ratiyman srh

Eman saw Carl.

J5 UJ olel dyman rat karl

Philip caught the ball.

5 Sl ele msk fylybalkrh

Philip caught the ball.

5 S e s fylyb mskalkrh

Philip caught the ball.

ke 3 S elie mskalkrh fylyb

Carl bought pens.

fxsi J,§ s Az dstra karl -aglam

Carl bought pens.

61 A4} )6 Karl dstra aglam

Mark drove the plane.

5 ;Ul) 9L 55 gad mark altayrh

Mark drove the bus.

Wl 56 4L mark gad alhafih

Mark drove the car.

4,k 5,1 s gad alsyarh mark

Adam is cleaning his toy.

<o) il 51 @dm ynglbth

Adam is cleaning his room

<5 £ f;s 2l ynA admgrith

Adam is cleaning his car.

e ol Calay ynd adm sgrth

Mark will clean my kitchen,

odee ablats 4 L mark synz mibhy

Sarah will clean my office.

e o, el stnf sarh mktby

Sarah will clean the car.

5 Ll 2l o, sarh stnZ alsyarh

Eman will clean her room.

L3 2 olel Calalln stn dyman gritha

Eman will clean her room.

L & Calaliln olel dyman stnz gritha
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Louis is washing the disheg.

Ol ol Jesy ygsl lwysalshwn

Louis is washing the disheg.

Oyl Jusy sl lwys ygslalshwn

Louis is washing the dishes.

sy Oyl sy ygslalshwn lwys

Harold is feeding his cat.

had Wg la f_._\m ytm harwld qtth

Harold is feeding his cat.

alad f_._\m g la harwld ytm qth

he is a seller.

c’b & hw bay-

Eric is fixing his car.

Ul ey ) sy ydh iyryk syarth

Eric is fixing his car.

Ul by Ly 5] dyryk ydh syarth

Fahmy speaks English.

LAY (3& = thmy ytkimalanklyzyh

Fahmy speaks English.

LAY agp (JQ ytkim fhmyalanklyzyh

Ayah is cooking the food.

o Lalal! &) p-kai ttbh ayhaltam

Ayah is cooking the dinner.

Lol Akl «| ayh tbhal&a

Rashid is helping Mark.

Il asl, asluy ysad rasd nark

Rashid is helping Ayesha.

Lile aely al, radd yad aysh

Mansour is eating his food

alab g2l J(L yakl mnsvr tamh

Mansour is eating his food

aalals J(L 32w mnsvr yakl tamh
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Carl is brushing his hair.

0 ai J,8 ladc ymstkarl Srh

Carl is brushing his hair.

0 s kie J 8 karl ymstsrh

Abbas is brushing his teeth.

<

ol e 52, yirS bas-asranh

Abbas is brushing his teeth.

<

ol e e bas yfrSasranh

Yousuf is wearing his clothes.

wJ Caugy s ylbs ywsfyabh

Yousuf is wearing his shoes.

Sl il Cawg ywsfylbs kiayh

Henry is watching the television|.

skdl s Aa aaliy yS&ahd hnryaltlfaz

Henry is watching the television|.

Sakd) aalay A hnry yahdaltifaz

Henry is watching the television|.

o Wl aalay y&ahdaltlifaz hnry

Sulaiman caught the fish.

choud! Oladles sUass) dstad slynanalsmk

Sulaiman caught the fish.

choud! slas] lede slyman istad alsmk

Sulaiman caught the fish.

Oledkes clod! sles) dstad alsmk slyran

Omar is planting the trees.

S J\.s“\H § o yzr-alasgar mr

Omar is planting the trees.

J\.s“\H §on A mr yzralagjar

James pushed the chairs.

s S wer> > Gr gymsalkrasy

James pushed the chairs.

L.?AJQ\ s> Jymsgr alkrasy

James pushed the chairs.

o> d‘“m‘f gr alkrasygyms
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Roqih drew trees.

L=l 43, vy rsmt rqyh-aZar

Roqih drew Omar.

A ooy &3, rgyh rsmtmr

Roqih drew Khalid.

i3, W e, rsmt hald rgyh

Ayesha picked the flowers.

L)l cales LaSle a@ysh gft alzhwr

Ayesha picked the flowers.

el daile cales qtft @yShalzhwr

Ayesha picked the flowers.

Lle | 9a))l ks gift alzhwraysh

Omar is fixing the computer.

o guld| cLa.o ydh mr alhaswb

Omar is fixing the computer.

o yuld ] CL“JJ'; mr ydh alhaswb

Omar is fixing the computer.

O gl cLa.o ydh alhaswbmr

Omar bought the toys.

& Al dStramrallb

Omar bought the fish.

& dedl oAz dStraalsmkmr

Eman ironed the clothes.

UL olel & o8 kwt dyman almlabs

Eman ironed the clothes.

s & 687 olel dyman kwtalmlabs

Eman ironed the clothes.

ole) ! & oS” kwtalmlabsiyman

Ayah painted the picture.

5,5l &) ool lwnt-ayhalswrh

Ayah painted the picture.

5,54l =og) &l A@yh lwntalswrh

Ayah painted the picture.

&) 3,5l ool Iwntalswrh @yh

| want the book.

wy) Jij aryd alktab
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| want a book.

o™ o )] aryd kb

| want the food.

plalall j aryd altam

| ate the dinner.

il i aklt algs

| ate the food.

Audall 6 akitaltam

| ate the fish.

Ao =& akit alsmk

| drank the milk.

Sl ey & Brbtalibn

Eman lost her cat.

Ldes olel o aas fgdtdyman qtha

Eman ran over her cat.

Ldes ol cowns dhstiyman gtha

Omar won the race.

Slldl & ;b faz mr balsbaq

Omar is sleeping.

o~ ¢l ynamamr

The children are crying.

9%y JabY! alatfal ybkwn

the wheel squeaks.

e e oY sl aldwlab yssr

Omar reads.

L.w & mryqgra

Omar reads a lot.

M‘J.a.: & mryqgra kiyra

He hit Khalid.

A o > 98 hw db hald

He played with the spoor

- €l ) 58 hw Ib baImIgh

He loves Lalila.

& = s hwylblyla

He loves Laila.

& e = yho hwlyla

He loves Laila.

s & o= yhblylahw
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Omar gave Khalid the book. || Ul Ws u.\a&‘ & mrata hald alktab

Omar gave Sarah the book. S ol v.&a&‘ _# mrata sarh alktab

Omar is giving Khalid the book] s3Il W sk~ mryty hald alktab

Omar is giving Sarah the book|| s3I oL sk~ & mryty sarh alktab

Sarah is giving Khalid the bookl Ul Wl L o L. sarh tty hald alktab

Sarah is giving Eman the book} LIt el sk o L. sarh tty iyman alktab

Sarah gave Eman the book. oS olel Cdas] o,l sarh -att iyman alktab

Sarah gave Khalid the book. | Ul Wk cdas] oL sarh att hald alktab

He gave Khalid the book. oSl W acl oa hw ata hald alktab
He gave Khalid the book. Ol W ga el ata hw fald alktab
He gave Sarah the book. S ol v.&a&‘ s» hw-ata sarh alktab
He gave Sarah the book. S oyl g u.\a.(—‘ ata hw srh alktab

He is giving Khalid the book. oI Wl sk~ s& hw yty hald alktab

She is giving Sarah the book. | ot o)l leai a hy tty sarh alktab

She is giving Khalid the book. || ot W sk hytty hald alktab

She gave Sarah the book. s ol Cacl > hyatt sarh alktab
She gave Sarah the book. oo L & Cdasl att hy sarh alktab
She gave Khalid the book. oS Wl cdasl s hy att hald alktEb
She gave Khalid the book. LU Wl s el att hy hald alktEb

158




Omar gave the book to Khalid.

ol W el & mr ata |hald akab

Omar gave the book to Khalid.

W LY el & mrataalkeab [hald

Omar gave the book to Khalid.

o W ey & mryty lhald alkiab

Omar is giving the book to Khalid|

W O Jany & mr ydy alktab Ihald

Omar is giving the book to Sarah

o, O ks & mrydyalktab Isarh

Omar is giving the book to Sarah

oSl o)l Jewy & mryty Isarh alktab

Omar gave the book to Sarah.

oL bl el & mrataalk@b Isrh

Omar gave the book to Sarabh.

ol o)l kel & mrata Isarh alktab

Eman is giving the book to Khalid

o W Ly le) dyman tty [hald alktab

Eman is giving the book to Khalid

AW O JLews ole] dyman tty alktab |hald

Eman is giving the book to Sarahj,

o,ld O s (yle) dyman tty alktab Isarh

Eman is giving the book to Sarah|

ol o)l ews (el dyman tty Isarh alktab

He gave the book to Khalid.

Ol W Lacl oa hw ata hald alkab

He gave a book to Khalid.

A S sl oa hwoata kb [hald

He is giving a book to Khalid.

He is giving a book to Khalid.

He is giving a book to Sarah.

o,ld O ay o hw yty kigb Isarh
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He is giving a book to Sarah.

oS o)l Jaey g8 hw iy Isarh kiab

He gave a book to Sarah.

o,Ld k™ sl oa hwoata kiab Isarh

He gave a book to Sarah.

oS o)l kel 4a hwatalsarh kiab

She is giving a book to Khalid.

ol W L . hy tty [hald kiab

She is giving a book to Khalid.

WE O ks » hy tty kiab |hald

She is giving a book to Sarah.

o, O ai a hytty kigb Isarh

She is giving a book to Sarah.

ol o)l Jeas o hytty Isarh kiab

Eman is giving a book to Saral.

ol o)l ews (le) dyman tty Isarh kiab

He gave a book to Khalid.

b W el 8 hwata hald kb

She is giving Sarah a book.

ol o)l Jeai o hy tty sarh kiab

Omar gave Khalid a book.

ok Wl el & mratahald k@b

Khalid drives.

A B yswo fald

Khalid drives.

Ggws N hald yswq

Khalid drives a lot.

LA™ Gsms Ale hald yswo kyra

160




Verbs in lexicon

Verbs in Arabic change depending on gender, number and térike subject, so there
are multiple entries in the lexicon that translate to thees&mglish output. The translit-

eration makes it clear that these are different words in i&rab

Arabic Example Logical Structure

,\_,_j aryd || | want aring. <TNS : PRES[dJ (I, [want'(I,y)])] >

cuwd NSyt|| | forgot my wallet. | < TNS : PAST[do (I, [forget'(1,y)])] >

&1 aklt | 1ate an apple. < TNS : PAST[do(I, [eat' (I, v)])] >

< & Srbt || | drank the milk. <TNS : PAST[d (I, [drink(I,y)])] >

<

|5 gra Omar read the book} < TNS : PAST[dd (z, [read (x,y)])] >

Jj grat || Eman read the bookl < TNS : PAST|[dd/(x, [read' (x,y)])] >
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Arabic Example Logical Structure
NON | am a tourist. be' (I, [tourist'])
NON He is an engineer. be' (he, [engineer’])
NON We are students. be' (we, [students'])
o & Srb Khalid drank the milk. <TNS : PAST|[do (x, [drink' (z,y)])] >
o A ySrb Khalid is drinking the milk.|| < TN S : PRES[d0 (x, [drink (x,y)])] >
o i SYSrb || Omar will drink the milk. <TNS : FUT[dO (z,[drink (z,y)])] >
o ylbs Eric is wearing his clothes)| < TNS : PRES[d0 (x, [wear’ (x,y)])] >
o 2 drb Louis hit Mark. <TNS : PAST[dd (x, [hit' (x,y)])] >
= yhb Qays loves Laila. <TNS : PRES[d0 (z,[love (z,y)])] >
< thb Fatima loves Zaid. <TNS : PRES[dd (x, [love (x,y)])] >
o gqmt | have made a reservation)| < TNS : PAST|[do' (x, [make' (x,y)])] >
oAz fodt Eman lost her cat. <TNS : PAST[dd (x,[lose (z,y)])] >
Je atl The man killed Jack. <TNS : PAST[do (x, [kill'(z,y)])] >
C" fth Sulaiman opened the door| < TN S : PAST|[do' (z, [open/ (x,y)])] >
] ahd Zaid took the book. <TNS : PAST|[do (x, [take' (z,y)])] >
S, yrkb Fahmy rides the car. <TNS : PRES[d0 (z, [ride' (x,y)])] >
Raiqga will cook the dinner.|| < TNS : FUT[do' (z, [cook! (x,y)])] >
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Arabic Example Logical Structure

;_,\D_;‘ agab || Khalid answered the question. < TN S : PAST[do (x, [answer'(z,y)])] >
9 yzwr Omar is visiting Ireland. <TNS : PRES[d0 (z,[visit' (x,y)])] >
b ylb Abbas is playing with the balll] < TNS : PRES|[do (x, [play' (z,y)])] >
b SYlb || Yousuf will play with the ball. || < TNS : FUT[do' (z, [play'(z,y)])] >

Jﬂ akl Mansour ate with the spoon. || < TNS : PAST[do (z, [eat’ (x,y)])] >
J{b yakl Mansour is eating his food. || < TNS : PRES[dd (z,[eat’ (z,y)])] >
Jﬂw syakl || Eric will eat with the spoon. || < TNS : FUT[d' (z, [eat’ (x,y)])] >

c.a.: nth Suhaib bellowed the fire. <TNS : PAST[do (x, [bellow' (z,y)])] >
> dhst || Eman runned over her cat. <TNS : PAST[do (x, [runnover’ (z,y)])] >
S ks Rashid broke the window. <TNS : PAST[do (z, [break’(z,y)])] >
CJ& tgrh Sarah hurts Yousuf. <TNS : PRES[d0 (z, [hurt' (z,y)])] >
G mzq Almahdi tore the book. <TNS : PAST[do (x, [tear'(z,y)])] >
< mzqt || Ayah tore the page. <TNS : PAST[do (x, [tear'(z,y)])] >
C.s fth Almahdi opened the window.|| < TNS : PAST[do(x, [open'(z,y)])] >
Laie mét James combed his hair. <TNS : PAST[do (x, [comb (z,y)])] >
calai nA Eric cleaned the plane. < TNS : PAST[do (z,[clean’(x,y)])] >
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Arabic

Example

Logical Structure

o2 p ars Harold pinched James. <TNS : PAST[do (x, [pinch/(z,y)])] >
a5 tnfq Ayah is spending her money. < TN S : PRES|dd (x, [spend' (z,y)])] >
BVER (ool Henry lost his money. <TNS : PAST|[do (z,[lose (x,y)])] >
(&J lkm Adam punched Philip. <TNS : PAST[do' (z, [punch/(z,y)])] >
o S5 tkrh Sarah hates Zakiah. <TNS : PRES[dO (z, [hate' (z,y)])] >
caeX) lkmt || Sarah punched Sarah. <TNS : PAST|[dO (x, [punch’(x,y)])] >
<JLE qgtit Zakiah killed Sarah. <TNS : PAST[do (x, [kill' (z,y)])] >
J& qtl Jack killed Mary. <TNS : PAST[do (x, [kill' (z,y)])] >
C}M sfe Mark slapped Louis. <TNS : PAST|[do (x,[slap'(z,y)])] >
o2ils hatft || Ayesha phoned Eman. <TNS : PAST|[do (x, [phone' (x,y)])] >
o s Skrt || Ayah thanked Khalid. < TNS : PAST[do (z, [thank'(z,y)])] >
oL nadt || Sarah called Adam. <TNS : PASTI[do (x, [call' (z,y)])] >
;b faz Omar won the race. <TNS : PAST[dd (x, [win/(x,y)])] >
ub rat Eman saw Sarah. <TNS : PAST[do (x,[se€ (x,y)])] >
lus msk Philip caught the ball. <TNS : PAST[do (x, [catch' (z,y)])] >
Azl dstra || Carl bought pens. <TNS : PAST[do (z, [buy' (z,y)])] >
s gad Mark drove the bus. < TNS : PAST|[do (z,[drive (x,y)])] >
2lay ynd || Adamis cleaning his room.|| < TNS : PRES[do(z, [clean'(z,y)])] >
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Arabic

Example

Logical Structure

elayw synd | Mark will clean my kitchen. || < TNS : FUT[do'(z, [clean/(z,y)])] >
2zl stnf || Sarah will clean my office. || < TNS : FUT[do'(z, [clean’ (x,y)])] >
s YOS Louis is washing the dishes.| < TNS : PRES[do (x, [wash/(x,y)])] >
‘o.qja:{ ytm Harold is feeding his cat. <TNS : PRES[d0 (z,[feed (x,y)])] >
CL"‘* ydh Eric is fixing his car. <TNS : PRES[d0 (z,[fix'(z,y)])] >
(\K~ ytkim Fahmy speaks English. <TNS : PRES[dJ (x, [speak! (x,y)])] >
C.Im ttbh Ayah is cooking the dinner. || < TNS : PRES[do (x,[cook! (z,y)])] >
sslw ysad || Rashid is helping Mark. <TNS : PRES|dJ (x, [help(z,y)])] >
Jﬂ‘ yakl Mansour is eating his food. | < TNS : PRES[do (x, [eat’ (z,y)])] >
Lic ymst Carl is brushing his hair <TNS : PRES[d0 (x,[brush/(x,y)])] >
S Yirs Abbas is brushing his teeth.|| < TNS : PRES[do (x, [brush/(x,y)])] >
s ylbs Yousuf is wearing his shoes|| < TNS : PRES[do' (z, [wear' (z,y)])] >
ftf- ynam Omar sleeps early. <TNS : PRES[dJ (x, [sleep/ (z,y)])] >
aaliy y&hd || Henry is watching the TV. < TNS : PRES[dJ (x, [watch' (z,y)])] >
gy Almahdi is planting the tree§| < TNS : PRES|[do (x, [plant'(x,y)])] >
slew] dstad || Sulaiman caughtthe fishs. || < TNS : PAST[do'(x, [catch/ (x,y)])] >
o~ or James pushed the chairs. <TNS : PAST|[do (x, [push/(x,y)])] >
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Arabic Example Logical Structure
oS ktbt Ayesha wrote the book. <TNS : PAST[do (z, [write' (z,y)])] >
S ktb Brian wrote the book. <TNS : PAST[do (z, [write' (z,y)])] >

Caewe MSH

Fatima wiped the house.

<TNS:

PAST[do (x, [wipe' (z,y)])] >

o, rsmt Raiga drew trees. <TNS : PAST[do (z,[draw’ (x,y)])] >
caales qfft Ayesha picked the flowers. || < TNS : PAST[do' (z, [pick’ (x,y)])] >

&S kwt Eman ironed the clothes. || < TNS : PAST[do (x, [iron' (x,y)])] >

wAs) dStra | Omar bought the toys. <TNS : PASTI[dO (z, [buy' (x,y)])] >

<aed lwnt Ayah painted the picture. < TNS : PAST[do (z, [paint' (x,y)])] >
Il atak || Omar gave you the book. || < TNS : PAST|[do (z,[give (x,y)])] >

CL"‘* ydh Omar is fixing the computer] < TNS : PAST[do (x, [fiz'(x,y)])] >

Jomy yml Yasser works hard. <TNS : PRES[dO (x, [work! (z,y)])] >

e mrr Philip passed the ball. <TNS : PAST[dd (x, [pass' (x,y)])] >

Gy yswq || Khalid drives. <TNS: PRES << [do(z,[drive' (x)])] >>>
O < ybkwn|| The children are crying. <TNS : PRES << [do(z,[cry/ (x)])] >>>
Lm yqgra Omar reads. <TNS : PRES << [do(x,[read (z)])] >>>
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Arabic e pa) YISI

Example the wheel squeaks.

Logical Structure || < TNS: PRES << [dd(z, [squeak!(z)])] >>>

Arabic rLu_, ynam

Example Omar is sleeping.

Logical Structure || < TNS : PRES << [dd(z, [sleep’ (z)])] >>>

Arabic sz“g‘ ata

Example Omar gave Khalid the book.

Logical Structure || < TNS : PAST[do'(z,0)CAUSE|BECOM Ehavé'(y, 2)]] >

Arabic sk~ Yy

Example Omar is giving Eman a book.

Logical Structure || < TNS : PRES[dd (x,0)CAUSE[BECOM Ehave'(y, z)]] >

Arabic sk tly

Example Sarah is giving Eman a book.

Logical Structure || < TNS : PRES[dd (z,0)CAUSE[BECOM Ehave'(y, z)]] >

Arabic clas ait

Example Sarah gave Khalid a book.

Logical Structure || < TNS : PAST[do'(z,0)CAUSE|BECOM Ehave'(y, 2)]] >
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Arabic

o, art

Example

Fatima showed the letter to Khalid.

Logical Structure

<TNS : PAST|[do'(x,0)CAUSE[BECOM Ese€ (y, 2)]] >

Arabic

S Yy

Example

Mark is showing Brian the letter.

Logical Structure

<TNS : PRES[dd (x,0)CAUSE[BECOM Esee(y, 2)]] >

Arabic

6;‘ ara

Example

Brian showed the letter to Sarah.

Logical Structure

<TNS : PAST|[do'(x,0)CAUSE[BECOM Ese€ (y, z)]] >

Arabic

ng try

Example

Fatima is showing Adam the letter.

Logical Structure

<TNS : PRES[dd (x,0)CAUSE[BECOM Esee(y, 2)]] >

Arabic

U ydrs

Example

Suhaib is teaching Eman the history.

Logical Structure

<TNS : PRES[dd(x,0)CAUSE[BECOM Eknow'(y, z)|] >

Arabic

oy tdrs

Example

Eman is teaching mathematics to Sarah.

Logical Structure

<TNS : PRES[dd (x,0)CAUSE[BECOM Eknow'(y, 2)|] >
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Arabic o J;K adrs

Example | am teaching mathematics to Sarah.

Logical Structure || < TNS : PRES|[do (z,0)CAUSE[BECOM Eknow'(y, 2)]] >

Arabic s drs

Example Suhaib taught Mark mathematics.

Logical Structure || < TNS : PAST[do'(x,0)CAUSE[BECOM Eknow'(y, 2)]] >

Arabic Example Logical Structure

d\.u\s fattny || | missed the plane| < TNS : PAST[do' (I, [miss'(I,y])] >

*ij aryd | want a ring. <TNS : PRES[dJ (I, [want'(I,ring])] >

cawd NSyt || | forgot my wallet. || < TNS : PAST[d (I, [forget' (I, wallet])] >

&1 akit || 1ate the food. < TNS : PAST[dd/(I, [eat' (I, food))] >

<o & Srbt || Idrankthe milk. || < TNS : PAST[do (1, [drink'(I, milk])] >
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The UniArab code

Given the large amount of code developed as part of the wasgnted in this thesis, it

is available in the attached CD rather than included here.

=

ce

Package: Name of Class Class Summary

pkgl: ArabicToEnglishMT The main class

pkgl: AdjectiveXMLWriter To write an adjective in the datasource

pkgl: Adjective To hold adjective attributes from the datasource
pkgl: AdverbXMLWriter To write an adverb in the datasource

pkgl: Adverb To hold adverb attributes from the datasource
pkgl: Demonstrative XMLWritet To write a demonstrative in the datasource
pkgl: Demonstrative To hold demonstrative attributes from the datasou
pkgl: Global This class to add a new word in lexicon

pkgl: NounXMLWriter To write a noun in the datasource

pkgl: Noun To hold noun attributes from the datasource
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Package: Name of Class

Class Summary

pkgl: OtherWordXMLWriter | To write an OtherWord in the datasource
pkgl: OtherWord To hold OtherWord attributes from the datasource
_ To change the value from lexicon interface’s list to be saved

pkgl: Preparation .

in datasource
pkgl: ProperNounXMLWriter | To write a proper noun in the datasource
pkgl: ProperNoun To hold proper noun attributes from the datasource
pkgl: SearchEngine2 This class to manage search in datasource

o To manage a written an adjective in the XML datasource

pkgl: TempAdjectiveXML _ _ _ )

while the UniArab system is running

To manage a written a new adverb in the XML datasource
pkgl: TempAdverbXML _ _ _ )

while the UniArab system is running

_ To manage a written a new demonstrative in the XML

pkgl: TempDemonstrative XML

datasource while the UniArab system is running

To manage a written a new noun in the XML datasource
pkgl: TempNounXML

while the UniArab system is running

To manage a written a new OtherWord in the XML datasource
pkgl: TempOtherWordXML _ _ _ )

while the UniArab system is running

To manage a written a new proper noun in the XML datasource
pkgl: TempProperNounXML

while the UniArab system is running

To manage a written a new verb in the XML datasource
pkgl: TempVerbXML

while the UniArab system is running
pkgl: Tokenizer This class to split a sentence into word tokens
pkgl: VerbXMLWriter To write a verb in the datasource
pkgl: Verb To hold verb attributes from the datasource
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Package: Name of Class Class Summary

S This class to mange the adjective panel
gui: AdjectivePanel . _ o
in the UniArabs lexicon interface

_ This class to mange the adverb panel in the
gui: AdverbPanel _ _ _
UniArabs lexicon interface

_ . This class to mange the demonstrative panel
gui: DemonstrativesPanel _ . _ _
in the UniArabs lexicon interface

_ This class to mange the noun panel in the
gui: NounPanel _ S
UniArabs lexicon interface

_ This class to mange the OtherWord panel
gui: OtherWordPanel
in the UniArabs lexicon interface

_ This class to mange the proper noun pang¢
gui: ProperNounPanel _ . _ _
in the UniArabs lexicon interface

_ b I This class to mange the verb panel in the
gui: VerbPane
UniArabs lexicon interface

uniArab: PreUniArab This class to mange the POS of input words
uniArab: UniArab This class to preparation of syntactic parser
uniArab: GenerationLS This class to generate the logical structure
syntaxGeneration: syntaxGeneration This class to mange the syntax generation

. _ This class to mange the generation
generationEnglishMorphology: pressTenseTaBe
of target language morphology

Package: Name of Class Class Summary

xml: AdjectiveDB.XML This is the adjectives stored in the XML datasource
xml: AdverbDB.XML This is the adverbs stored in the XML datasource

xml: DemonstrativeDB.XML| This is the demonstratives stored in the XML datasource

xml: NounDB.XML This is the nouns stored in the XML datasource

xml: OtherWordDB.XML This is the OtherWords stored in the XML datasource

xml: ProperNounDB.XML | This is the proper nouns stored in the XML datasourge

xml: VerbDB.XML This is the verbs stored in the XML datasource
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